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We developed a detector signal characterization model based on a Bayesian network trained on the
waveform attributes generated by a dual-phase xenon time projection chamber. By performing inference on
the model, we produced a quantitative metric of signal characterization and demonstrate that this metric can
be used to determine whether a detector signal is sourced from a scintillation or an ionization process. We
describe the method and its performance on electronic-recoil (ER) data taken during the first science run of
the XENONnT dark matter experiment. We demonstrate the first use of a Bayesian network in a waveform-
based analysis of detector signals. This method resulted in a 3% increase in ER event-selection efficiency
with a simultaneously effective rejection of events outside of the region of interest. The findings of
this analysis are consistent with the previous analysis from XENONnT, namely a background-only fit of the
ER data.

DOI: 10.1103/PhysRevD.108.012016

I. INTRODUCTION

XENONnT is a dark matter direct-detection experiment
currently operating at INFN Laboratori Nazionali del
Gran Sasso in Italy. The experiment has a wide range of
(astro)particle physics capabilities, including the search
for weakly interacting massive particles (WIMPs), solar
axions, and coherent electron-neutrino nucleus scattering
from 8B solar neutrinos [1]. XENONnT’s physics program
aims to make substantial progress on sensitivities through
improvements in hardware, software, and analysis meth-
ods. The XENON Collaboration recently reported a search
for WIMPs [2] and an analysis of electronic-recoil (ER) data
[3] using the data collected during Science Run 0 (SR0).
These new results relied on XENONnT’s unprecedentedly
low background radioactivity rates and its keV-scale energy
threshold. To achieve the low intrinsic background rates in
ultrarare event search experiments, large numbers of events
not originating from the desired interactions in the target

must be rejected; to this end, robust classification and
characterization of detector signals are crucial for darkmatter
searches and other background-dominant processes, includ-
ing solar axions, neutrino studies, and rare nuclear decays.
During the past decade, the incorporation of machine

learning techniques, particularly deep learning, has led to
innovation within the field of (astro)particle physics [4–6].
Advances in computer vision have made convolutional
neural networks a common approach to deep-learning
applications in (astro)particle physics for classification
problems; see for instance [7–13]. Given the success of deep-
learning methods, applications of machine learning in direct
dark matter searches with time projection chambers have
seen increased attention [14]. Recently, the use of Bayesian
networks has been presented for event localization [15] and
for inference in the search for dark matter [16].
Motivated by such applications, we developed a

Bayesian network for a waveform-based analysis of detec-
tor signals, where the waveform is defined as the shape of
the signal observed by the photosensors as a function of
time. With this method, we aimed to quantify how alike a
detector signal is to the models of scintillation (S1 signals)
and ionization (S2 signals). S1 and S2 signals which can be
explained by these models are defined as “canonical” in
shape. We constructed a Bayesian network to quantify the
extent to which a detector signal shape is canonical. We
evaluated how the model performs in classifying S1 and S2
signals, respectively, and compared the model performance
to that of the baseline method of signal classification
described in [3]. Then, we further applied this quality
metric beyond signal classification as the primary detec-
tor signal quality feature in event selection. We present the
first application of a waveform-based analysis of detec-
tor signals using a Bayesian network by analyzing the
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electronic-recoil data reported in [3] and obtain results that
are in agreement with the original work.
The paper is organized as follows. In Sec. II we provide

an overview of the XENONnT experiment. In Sec. III we
describe the use of a Bayesian network to study S1 and S2
signal classification. In Sec. IV we apply the quantitative
scores from theBayesian network for selectingERevents, and
we further present the results of this application.And finally, in
Sec. V we summarize the results and outline future work.

II. THE XENONnT EXPERIMENT

The XENONnT detector is a dual-phase xenon time
projection chamber (TPC) with an active target mass of
5.9 tonnes of liquid Xe (LXe). Detailed information
regarding XENONnT detector conditions, systems, and
subsystems can be found in [3,17–22].
The working principle of the detector can be described as

follows: when a particle interacts within the LXe, the energy
transferred to the target excites and ionizes the atoms. The
excitation ofXe atoms creates dimer states, which then decay
promptly by emitting vacuum ultraviolet photons. These
photons are detected with photomultiplier tube (PMT)
arrays at the top and bottom of the TPC. The prompt
scintillation signal of an interaction is called an S1 signal.
Simultaneously, the ionization of Xe atoms at the interaction
site liberates atomic electrons. Some of these electrons
recombine with nearby ions to create excited states, which
then contribute to the S1 signal. The remaining electrons are
drifted upward to a liquid-gas interface by an applied electric
field between a cathode at the bottom of the detector and a
gate electrode at the top of the liquid.A thin gaseousXe layer
above the liquid acts as an amplification region, where an
anode accelerates the electrons into the gas, generating a
proportional electroluminescence signal. This secondary
ionization-induced signal is called an S2 signal, and its size
is proportional to the number of extracted electrons.
For any detector signal, the electronic pulses from

different PMTs are clustered in time, forming a waveform,
as discussed in Sec. III A. Given the stochastic nature of the
prompt and secondary scintillation processes, each wave-
form will have a unique shape and size, with a typical S1
signal having a much narrower time profile than a typical
S2 signal, owing to the nature of their production mech-
anisms. An event is formed from a pair of S1 and S2
detector signals from a single-scatter interaction. The
interaction 3D position and energy deposited as ionization
and scintillation light is reconstructed for each event.
TheXENONnTSR0electric field configuration presented

new low-energy analysis opportunities due to a higher light
yield and thus a lower energy threshold, but also introduced
new challenges for event reconstruction and background
mitigation, including lower electron production and longer
electron drift time. For more information on the electric field
configuration in XENONnT SR0, see [3].
Challenges to a sensitive rare-event analysis in this case

include effectively rejecting interactions that occur in the

top gas region of the TPC, mostly electronic recoils from
gamma rays produced by radioactive contamination in the
detector material. Gaseous xenon (GXe) interactions can be
mistakenly reconstructed to have occurred within the LXe
region of the TPC, requiring effective gas-event mitigation
for analysis. Ionization signals from GXe interactions have
characteristic shapes and can thus be identified by analyz-
ing the ionization signal waveform.
Additionally, the rate of accidental coincidences (ACs),

which occur when two detector signals classified as S1 and
S2 signals do not originate from the same single-scatter
interaction within the TPC, increases with a longer electron
drift time and errors in detector signal classification. These
challenges require careful approaches both to classification
of S1 and S2 signals and to event selection based on the
characteristics of detector signals comprising an event, to
reduce events outside of the region of interest (ROI) for a
given analysis.

III. SIGNAL CLASSIFICATION

Current and previous S1 and S2 signal classification
algorithms employed in direct dark matter detection experi-
ments with LXe TPCs rely on manually analyzing and
optimizing a decision boundary using the size (area) and the
width of the signal [23–26]. In XENONnT SR0, a waveform
was classified as an S1 (S2) signal if its waveform rises
sufficientlyquickly (slowly)andhasat least 3 (4) contributing
PMTs [3]. This classification method lacks the ability to
provide an informative classification confidence metric, or
score, owing to its being deterministic. Therefore, further
detector signal quality selections must be applied to reduce
detector signal misclassification rates. To overcome the
limitations of using this detector signal classificationmethod,
we developed a waveform-based classification model based
on a Bayesian network, which produces continuous outputs
that can be used in an informative way.

A. Input data

The training and evaluation data for this work consist of
a combination of simulated and measured data, primarily
simulated ER interactions ranging from [0.75, 200] keV.
The simulated data were generated using XENONnT’s
waveform simulator package, WFSim [27], and event-
building software, STRAXEN [28]. Light and charge yields
used in WFSim are computed using NEST [29,30].
In WFSim, the light yield for an interaction with a given

energy is used to generate S1 signals before computing the
photons’ arrival times at the PMTs. The light yield accounts
for scintillation of the Xe atoms, electron-ion recombina-
tion, and the singlet-to-triplet fraction of excited states. The
observed light-yield probability distribution is computed
for each PMT based on an S1 light-collection efficiency
(LCE) map. The simulation process for S2 signals differs
because electrons are drifted toward the liquid-gas inter-
face, during which electronegative impurities may reduce

DETECTOR SIGNAL CHARACTERIZATION WITH A BAYESIAN … PHYS. REV. D 108, 012016 (2023)

012016-3



the number of electrons arriving at the liquid-gas interface.
The arrival times of the electrons at the liquid-gas interface
are computed based on electron drift and diffusion models,
followed by calculating the photon timing of the electro-
luminescence of individual electrons. Then, based on the
S2 LCE map, the charge-yield probability distribution is
computed for each PMT.
Subsequently, for both S1 and S2 signal simulations,

once the arrival times of photons are computed, the currents
in the PMTs are simulated using a model of the PMT
and digitizer response with sampling-time resolution of
10 ns [31]. Then, using STRAXEN, PMT signals are scanned
for PMT “hits” above a threshold. PMT hits are grouped
iteratively into clusters with adjacent hits within a 700-ns
time window, forming a waveform that can subsequently be
classified as an S1, S2, or “unknown” by STRAXEN. Hits
with no neighbors in the timewindow are treated as isolated
hits. In XENONnT simulations and SR0 data taking, every
waveform is saved with a fixed number of 200 samples.
Sample duration in XENONnT can vary from a few tens of
nanoseconds for an S1 signal and up to few hundreds of
nanoseconds for an S2 signal, to accommodate the full
waveform within the fixed 200-sample interval.
We augmented the training data in the low-area range

where signal classification is particularly challenging in
SR0. To this end, we simulated a set of S2-only signals with
[1, 10] electrons (at very low ER interaction energies, S1
signals are rarely observable and are below the energy
threshold of 1 keV used in the low-energy ER analysis).
Additionally, a very pure (> 99.9%) measured sample of
single-electron S2 signals, produced from a highly emitting
electron source near the gas region, was added to ensure
that experimental effects at these low areas were repre-
sented in the training sample despite any limitations in
modeling at these low areas. The measured single-electron
data represented 2.5% of the training data, the cause of
which was a short between the bottom screening and
cathode electrodes which produced intermittent, localized
bursts of single electrons that could be tagged via their
position to the location of their source. In total, the
simulation and measured data used in training and evalu-
ation consisted of 106 waveforms with ground-truth labels.
The training dataset was composed of true S1 or S2

waveforms from single-scatter interactions within the detec-
tor’s 4-tonne fiducial volume, which is defined in [3]. In this
work, we define out-of-distribution detector signals as any
types of waveforms which were not included in the training
set for the model. This includes S1 or S2 signals with
noncanonical shapes and interactions in gas, where both can
be vetoed during analysis based on their characteristics, like
waveform shape, as will be demonstrated later.
The top panels of Fig. 1 show simulated S1 and S2

waveforms downsampled to 50 samples, with an absolute
amplitude in units of (PE=ns). The waveform samples
represent the light collected in a certain window of time.

The bottom panels of Fig. 1 show the second component of
the input to the algorithm, quantiles with 50 elements. The
quantiles represent the amount of time elapsed for a given
fraction of the total waveform area to be observed—for
instance, if considering 50 quantiles, each quantile is the
duration of time elapsed for an additional 2% of the total
waveform area to be observed. Thewaveforms and quantiles
are transformations of each other, where the quantiles
explicitly contain time-profile information, and the wave-
forms explicitly contain signal-size information. These
discretized samples of the data are treated as individual
attributes, as explained in Sec. III B.

B. Classification with a naive Bayes classifier

A naive Bayes classifier (NBC) is a type of Bayesian
network that uses a simple graph-based representation to
compactly encode a complex, high-dimensional distribu-
tion [32,33]. For a comprehensive explanation of Bayesian
networks, see, e.g., [34].
The graph structure of an NBC is shown in Fig. 2,

where each circle in the graph is called a node, which
represents a variable, discrete or continuous, that depends
on a stochastic process. This is known as a random variable.
The arrows between nodes denote dependence between
random variables, and the direction denotes causality. To
avoid a variable depending upon itself, there can be no
cyclic paths in the graph. The class node, C, is the parent
node of the set of attribute nodes, A⃗ ¼ fA1; A2;…; Ang.
The graph structure of an NBC implies that all attributes

are directly dependent on the class, and conditionally

FIG. 1. Individual examples of an S1 signal (green) and S2
signal (purple) from simulated data used as input for training. The
S1 signal example has a total area of 18 PE and duration of
2000 ns; the S2 signal area is 1766 PE and duration is 12000 ns.
Top: waveforms, downsampled to 50 samples total, with the
elapsed time of the signal in the secondary x axis, illustrating the
different temporal profiles between a typical S1 and S2 signal.
Bottom: quantiles, 50 total, with relative total observed area in the
secondary x axis.
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independent from each other, given the class. In this work,
the attributes denote quantiles and waveform elements of
time-series data, as depicted in Fig. 1. The independence
assumption is naive in this case because the attributes,
being time-series data, are not truly independent. The class
node maps each attribute to the signal classification, either
S1 or S2. In practice, the set of possible values that the
random variable C can take is f0; 1g, which are indices
corresponding to the discrete classes.
The quantiles and waveform elements are continuous

values. Therefore, the range of possible values each
attribute can take on must be either parameterized or
discretized. For this work, we discretize the attribute’s
values by binning and assigning indices corresponding to
the bin. The Bayesian blocks method performs discretized,
nonuniform binning of a continuous variable based on the
observed values for that random variable attribute, as
described in Sec. 3.1 of [35]. The set of possible values
that an attribute can take is f0;…; mg, where m is the
number of bins defined by the Bayesian blocks method.
It follows that each entry in the full joint distribution over

all of the randomvariables in this graph structure is defined as

PðC;A1;…; AnÞ ∝ PðCÞ
Yn

i¼1

PðAijCÞ; ð1Þ

where PðCÞ is the prior distribution over the signal classes
and PðAijCÞ is the local joint-probability distribution of the
ith attribute conditioned on the signal class. For this work,
we chose to use a flat prior on the class distribution, PðCÞ,
meaning a 50=50 split of S1 and S2 signals. This is a logical
choice of prior for the ER physics analysis presented here,
which requires both anS1 signal and anS2 signal for an event
to be considered. Regardless, the choice of prior was not
found to significantly affect the performance of the classifier.
The probability distribution of the attributes conditioned

upon the signal class is learned from the training data for
each attribute. Once the conditional probability distribu-
tions are learned, the probability of a waveform belonging
to each class can be inferred using Bayes’ rule. This is
known as a probability query and is defined as

PðCjA1 ¼ a1;…; An ¼ anÞ

¼ PðCÞQn
i¼1 PðAi ¼ aijCÞ

PðA1 ¼ a1;…; An ¼ anÞ
; ð2Þ

where the result of the query is the posterior probability
distribution over thevalues ofC, conditioned on the observed
values of the attribute nodes, a⃗ ¼ fa1; a2;…; ang. Note that
the denominator does not depend on the value of C. In
practice, the natural logarithm of the posterior probability is
calculated to avoid computational loss of precision.
The number of attributes used in evaluation and sub-

sequently in Sec. IV was chosen by training for S1/S2
signal classification using multiple attribute options and
selecting the choice of attributes with optimal classification
performance. In this work, we found that 100 attributes
comprising 50 waveform samples and 50 quantiles, as
shown in Fig. 1, had the highest classification performance
of those studied.
We found the benefits of using an NBC for signal

classification to be threefold. First, the Bayesian classi-
fication approach is intuitive and interpretable. Second, the
NBC structure has been shown to be effective for classi-
fication even in cases where there are strong dependencies
between the attribute nodes [36], with the advantages of
being faster to learn, faster to query, and smaller to store
in memory than a graphical model that includes complex
dependencies among attributes. Finally, the output of a
probability query of the network is informative about the
network’s confidence in a signal belonging to each class;
this capability is not present in current and previous S1 and
S2 signal classification algorithms [23–26].

C. Naive Bayes classifier performance

The NBC was constructed and trained by building upon
the scientific Python software stack [37–39]. The trained
model was evaluated using 50% of the labeled data, which
were not used in training. For each signal, the most
probable class, S1 or S2, can be decided by performing
a probability query for each class and choosing the most
probable class.
The NBC can be evaluated as a deterministic classifier by

taking a static decision boundary on the posterior distribu-
tion, in this case PðC ¼ S1jA⃗Þ ¼ PðC ¼ S2jA⃗Þ ¼ 0.5. The
classification performance of the NBC is shown in Table I.
The NBC, even given the independence assumptions
described in Sec. III B, outperformed the STRAXEN classi-
fication, which correctly classified 99.974% of S1 signals
and 99.907% of S2 signals. We ascribe this improvement to

FIG. 2. Graph structure of a naive Bayes classifier. Class node
(C, either S1 or S2) is assumed to directly influence the value of
each attribute node (Ai). Each attribute node is conditionally
independent from all other attribute nodes, given the class node.

TABLE I. Performance results on evaluation data of the naive
Bayes classifier described in Sec. III B for detector signal
classification. True S1 (S2) denotes the labeled S1 (S2) signal
populations in the validation dataset.

Naive Bayes classifier

True S1 (%) True S2 (%)

Predicted S1 99.999� 0.001 0.003� 0.001
Predicted S2 0.001� 0.001 99.997� 0.001
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the NBC having sufficient parameters to describe the condi-
tional probability distributions encoded in the attributes.

D. Naive Bayes classifier score as a signal
characterization metric

In addition to the NBC being an effective deterministic
classifier, the values output from the probability queries
were found to be informative about the characteristics of
the S1 or S2 signal’s shape. Due to violation of the
independence assumptions implied by the NBC structure,
as well as the use of an uninformative prior, in this case the
probability query returns a “score” rather than a reliable
probability. Nevertheless, the scores from the NBC can
be used to characterize each signal beyond the task of
deterministic S1/S2 signal classification. We define the
NBC score as the natural logarithm of the ratio of
the calculated probability queries of the class, C, having
the value S1 or S2, given the values of the attributes:

NBC score ¼ ln ðPðC ¼ S1jA1 ¼ a1;…; An ¼ anÞÞ
− ln ðPðC ¼ S2jA1 ¼ a1;…; An ¼ anÞÞ:

ð3Þ
This NBC score quantifies the extent to which the model
favors the signal being of either canonical scintillation origin
(S1-like) or canonical ionization origin (S2-like). A detector
signal with a large positive value for NBC score has an
S1-like shape, while a large negative value for NBC score
would imply an S2-like shape. Detector signals with NBC
scores near 0 are neither S1-like nor S2-like. Each event,
which consists of an S1 and S2 signal pair, will have an S1
NBC score, referring to the NBC score of the S1 signal, and
anS2NBCscore, referring to theNBC score of the S2 signal.
To illustrate the utility of the NBC score beyond deter-

ministic classification, we considered the calibration source
83mKr, which decays via two ER-inducing internal conver-
sion steps, first depositing 32.1 keVand then 9.4 keV, with a
half-life of the latter decay of 154 ns [40]. 83mKr is used as a
standard candle for calibration in XENONnT and other
xenon TPCs due to its distinct properties, including this
prompt two-step decay. In practice, the two decays are often
merged into a single S1 signal due to the intermediate state’s
short half-life being on the same order of magnitude as an S1
signal’s total width, with the much wider S2 signals almost
always being merged into a single S2 signal. Therefore,
correctly distinguishing the separated S1 signals from the
mergedS1 signals in 83mKr data is critical for energy response
studies, which rely on properly characterizing S1 signals as
being merged or separated.
Figure 3 demonstrates a case where NBC scores can be

used to isolate detector signals which are noncanonical in
shape, i.e., not truly isolated S1 signals produced within the
fiducial volume of the detector. Examples of different
waveform topologies are shown as additional material in
the Appendix, see Figs. 7 and 8. Based on the results of this

test case, the NBC scores were concluded to be a useful
metric for reducing temporal overlap of signals. Furthermore,
in the following section, we demonstrate that, due to its
robustness against out-of-distribution samples, applying the
NBC scores in event selection is suitable for physics analyses
where onewishes to reject S1 andS2 signals of noncanonical
shapes.

IV. EVENT SELECTION USING
THE NBC SCORES

In this section we describe the application of signal
characterization in event selection based on NBC scores to
the XENONnT SR0 ER dataset.
Most recorded signals in a darkmatter detector science run,

as in XENONnT’s SR0 campaign, are not derived from
single-scatter recoil interactions in the fiducial volume. They
are primarily due to mislabeled detector signals, detector
signals from interactions in the gas which are misplaced
within the fiducial volume,multiple detector signalswhich are
merged together in processing, and detector signals grouped
from lonehits frommultiple PMTs, such as dark counts. These
signals can contribute to events that are defined as being
outside of the ER ROI. Conversely, events within the ER ROI
are defined as single-scatter ER eventswithin the energy range
of interest and occurring within the fiducial volume.
Because the NBC was trained on S1 and S2 signals

generated from ER interactions within the fiducial volume,

FIG. 3. 83mKr calibration data corrected S2 area vs corrected S1
area (cS2, cS1). Corrections on area are calculated to normalize
detector effects that vary across time and space; see [3] for details.
The color scale indicates the S1 signal’s NBC score [Eq. (3)]. The
rightmost population contains the merged (41.5-keV) S1 signals,
and thus is shown to have an NBC score that is less canonically
S1-like, owing to the true underlying physical process being a
merging of two S1 signals. The 32.1-keV (middle) and 9.4-keV
(left) populations have S1 NBC scores which are more canoni-
cally S1-like. The S2 signals for the 32.1- and 9.4 keVare merged
into a single S2 signal; thus, all three populations of S1 signals
shown have equivalent-sized S2 signals.
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events outside of the ER ROI, relative to ER events within
the ROI, will have neither strongly S1-like or S2-like NBC
scores for their S1 and S2 signals, respectively. The NBC
score is a single metric that represents the characteristic of
the full waveform shape. Given this feature of the NBC
scores, we evaluated their ability to be used in place of
several low-dimensional quality selection parameters that
were used in the SR0 analysis in XENONnT as signal-
quality selection criteria [3].
We calculated the efficiency of applying the NBC scores

to select ER events and the effectiveness of removing
events outside the ER ROI using calibration data from
220Rn and 37Ar injections in XENONnT. The 220Rn decay
chain produces 212Pb, a uniform β-emitting source of ER
events across the 1–140-keVenergy region in this analysis.
The 220Rn data were used to define signal selection
efficiency across the ER energy spectrum [41]. 37Ar decays
by electron capture into 37Cl, producing an electron
vacancy in either the K, L, or M shell. In particular,
the K-shell vacancy (90.2% branching ratio) being filled
by an electron rearrangement deposits a total energy of
2.82 keV [42], which was useful in this study for calibrat-
ing ER event acceptance near the threshold of detection
with high statistics and minimal contamination.
We calculated NBC scores for both the S1 signal and S2

signal of each event in the calibration data. Each event’s S1
(S2) signal selection depends upon a decision boundary
between the NBC score of S1 (S2) signals and the S1 (S2)
observed signal area. The optimal decision boundaries used
in this selection were determined using the 220Rn calibra-
tion dataset and chosen to isolate noncanonical detector
signals. It is noteworthy that the selection can be made
more strict or loose depending on the analysis application.
We then evaluated both the efficiency of accepting ER-like
events, and the effectiveness at rejecting events outside of
the ER ROI, using the NBC score boundaries that were
imposed on S1 and S2 signals contributing to events
reconstructed within the fiducial volume.
The selection of ER events in this Bayesian network-

based method differs from the previous work in [3] by
reducing several signal-quality selection criteria applied
in [3] to only two: one selection on the S1 signal’s NBC
score, and one selection on the S2 signal’s NBC score. Both
methods further apply identical additional selection criteria
to remove remaining multiple-scatter events, mispaired S1
and S2 signals, and accidental coincidence events.
Figure 4 shows the S1 and S2 NBC selection perfor-

mance on 220Rn calibration data. The bulk of the events
removed from the 220Rn calibration data contain gaslike
S2 signals and predominantly lie above the band of ER
events in Fig. 4. In addition, events containing single
electrons misclassified as S1 signals ( cS1 < 25 PE) are
removed. The remaining events outside of the ER ROI
were removed by the additional selection criteria men-
tioned above.

The ER event acceptance was calculated using both 37Ar
monoenergetic data within the fiducial volume, and clean
212Pb data within the fiducial volume from 220Rn calibration.
The same procedure as in [3] was used for the acceptance
calculation, but using solely the S1 and S2 NBC event
selection criteria for detector signal quality selection. The
results of these efficiency calculations are shown in Fig. 5.
The results of this analysis are shown in combined energy
scale, which is a linear combination of cS1 and cS2 values
fromanevent, the calculationofwhich is described in [3]. For
ER events, the combined energy is a reconstructed value of
the energy deposited by the interaction in the detector. The
overall efficiency is the product of the individual efficiencies
from the S1 signal detection (dominant at low energies), the
S2 signal detection, the S1 and S2 NBC selection criteria,
the AC selection criteria applied in [3], and the pairing/
single-scatter selection criteria applied in [3].
The increase in total efficiency relative to the previous

work is 3%. The improvement arises from fewer ER events
being removed from the data than in the previous method,
which relied on several more sequential selection criteria.
The effectiveness of this method at removing events

outside of the ER ROI was calculated using the SR0 ER
dataset. Events outside of the ER ROI were tagged using the
set of signal-quality selection criteria developed in [3]. These
tagged populations were then used to evaluate the relative
effectiveness of the S1 and S2 NBC selections at removing
events outside of the ER ROI. The population overlap

FIG. 4. Performance of the S1 NBC and S2 NBC selection
criteria on 220Rn calibration data, within the fiducial volume. A
bin colored black indicates the fraction of remaining events to be
exactly 0. Adjacent panels show the fraction of remaining events
per bin, projected along the cS1 and cS2 axes. Events outside of
the ROI are effectively targeted by the S1 and S2 NBC selection
criteria. Above the ER band, gaseous S2 signals are misrecon-
structed into events within the fiducial volume, becoming the
primary source of background events. Following the S1 and S2
NBC selection criteria, selections to target multiple-scatter
events, mis-paired S1 and S2 signals, and accidental coincidences
are applied, which remove the remaining events outside of the
ER ROI.
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between events rejected by the previous sequential quality-
selection criteria and the S1 and S2 NBC selection
criteria of this analysis was 96%. This can be interpreted
to mean that the NBC selection criteria are successful
at removing events originating from gaslike S1 and S2
signals, misclassified S1 or S2 signals, and misreconstructed
signals due to misclustering of individual PMT signals such
as dark counts, lone hits, or multiple signals from multiple
interactions merged together, populations similarly observed
in the 220Rn calibration dataset. The nonunitary overlap
between populations removed by the selection methods can
be attributed to the increase in ER event-selection efficiency.

A. Analysis of electronic-recoil spectrum

The low-energy electronic-recoil spectrum of XENONnT
SR0wasmeasured in a total exposure of 1.16 tonne-years; it
mainly consists of radiogenic ER events from 222Rn con-
tamination in the LXe target. The spectrum is shown in Fig. 6
and was fit by a detailed background model, with all
components as described in [3], with a step-function
approximation to account for the electron binding energies
in the solar neutrino spectrum as suggested in [43], and by
using an unbinned maximum-likelihood framework. The
goodness-of-fit measurement for the spectrum is χ2=Ndof ¼
128.64=128¼ 1.004 (p value of 0.467). As in [3], the ER
data are consistent with the background-only hypothesis.
The individual background components contributing to

the SR0 ER dataset are summarized in Table II. It should be
noted that the uncertainties on each component in Table II,
while valid for each study individually, are strongly corre-
lated between this work and the previous work. The
dominant source of ER events at low energies is the β decay
of 214Pb. The activity concentration of 214Pb in SR0 from this

analysis was estimated to be ð1.39� 0.08ÞμBq=kg, which
agrees with the best-fit activity concentration of 214Pb
reported in [3]. The higher number of observed events in
this work can be attributed to the higher average selection
efficiency. The lower-fitted contribution of 133Xe to the total
number of events, which is a second-order contribution to the
event rate above 80 keV, can be attributed to the decrease in
relative efficiency gain above 80 keV seen in Fig. 5. The
remaining components’ best-fit number of observed events
are within the expected uncertainty ranges of the reported
values in [3].
Additional potential sources of systematic uncertainty

in the results of this analysis include any introduced by the
NBC method and variations in signal shapes between
training and experimental data. We found that the choice
of number of attributes used in the NBC did not cause a

FIG. 5. Comparison of total event-selection efficiency between
this work and the previous work reported from XENONnT
SR0 [3]. The step increase at 10 keV in efficiency is due to
the nuclear-recoil region of data being blinded below 10 keV
during both analyses. On average, this method is 3% more
efficient, with the greatest relative improvement in efficiency
being in the 2–20-keV energy region.

FIG. 6. Top panel: SR0 ER data (black) selected using the
Bayesian network-based approach with the best-fit background-
only model B0 (red). The subdominant AC contribution is not
visible. Bottom panel: Δevents=bin corresponds to the difference
in observed data in events=ðtonne� year · keVÞ between those
selected using the Bayesian network-based approach and those
selected using the previous method described in [3]. The increase
of observed events particularly at energies below 20 keV is con-
sistent with the increase in efficiency of this work relative to [3].

TABLE II. Best-fit background model, B0 components, with
number of events observed for each component in SR0 within the
energy range of (1, 140) keV. The right column has the number of
events reported from [3].

Component Fit (this work) Fit (previous work)
214Pb 1050� 130 960� 120
85Kr 100� 60 90� 60

Materials 280� 50 270� 50
136Xe 1580� 60 1550� 50

Solar ν 310� 30 300� 30
124Xe 250� 30 250� 30

AC 0.71� 0.03 0.71� 0.03
133Xe 80� 60 150� 60
83mKr 101� 17 80� 16
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statistically significant difference in the deterministic clas-
sification results shown in Table I. For the signal size, the
most significant systematic effects in this work would arise
from nonuniformities in the drift field within the fiducial
volume, which were already accounted for in the recon-
structed combined energy resolution. Thus, to avoid double
counting, the systematic uncertainties are calculated using a
method identical to that in [3].

V. CONCLUSION AND FUTURE WORK

We demonstrated the first use of a Bayesian network to
perform detector signal classification, waveform-based
event selection, and subsequent analysis in a full-scale
dual-phase Xe TPC. Applying the NBC-based metric in
event selection reduces significantly detector signals outside
of the region of interest and solves the need for additional
selection criteria based on detector signal quality. The
method can be used both as an independent analysis
framework and as a valuable cross-check for analyses that
use lower-dimensional features in subsequent event selec-
tion steps. The development of this method relies on
simulated data, and the selection criteria rely on calibration
data, without optimizing on ER search data. Therefore, due
to the NBC being developed blinded to the ER dataset, it is
agnostic to any new interactions present in the XENONnT
SR0 ER search data, allowing us to demonstrate that the
Bayesian network-based method of signal selection corrob-
orates the ER background-only hypothesis of the low-
energy ER data from XENONnT SR0 [3].
In the future, developing data selection criteria primarily

using Bayesian network-based methods could help to
increase signal-to-background ratios in dark matter detector
experiments, thereby increasing experimental sensitivity to
new physical processes. Relaxing the threefold PMT coinci-
dence requirement for a valid S1 signal, which is the primary
reason for efficiency loss below 2 keV, could be viable
without a significant increase in the accidental coincidence

rate by using a Bayesian network specially trained for
classifying these events. With this additional improvement
on efficiency in a future study dedicated to reducing
accidental coincidence background rates, low-energy phys-
ics phenomena could be probed to new sensitivities.
Other future directions of this work in XENONnT’s

physics program include the use of dynamic Bayesian
networks [44], which incorporate temporal dependencies
between the attribute nodes. If the use of dynamic Bayesian
networks adequately accounts for the temporal dependencies,
then the output of the probability queries of the model will
be suitable for use in an end-to-end probabilistic analysis.
One such meritable analysis would be to define the fiducial
volume based not upon event localization algorithms, but on
the posterior probabilities from a Bayesian network.
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APPENDIX

FIG. 7. Observed S1 signals from the 32.1-keV (left), 9.4-keV (middle), and merged 41.5-keV (right) decays of 83mKr during SR0
calibration. In particular, the 41.5-keV peak has an S1 NBC score of 0, indicating that it is neither a canonical S1 nor a canonical S2. In
reality, this is a merged double S1. The NBC scores between the three populations allow for selection of the merged waveforms based
solely on shape. The NBC selection criteria described in Sec. IV would ensure that such double S1s were rejected in ER event selection
for analysis. The color of each waveform corresponds to the NBC score as shown in Fig. 3.
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