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Abstract
Massive Multiple-Input-Multiple-Output (MIMO) is a recent technlogy that

will be exploited for 5G and beyond-5G wireless network due to the con-

straints given by the future wireless networks, such as low latency and high

spectral efficiency. In this thesis, MIMO systems have been taken into ac-

count in order to study two different network architectures. The former is

called Cell-Free (CF), and it has been studied at millimeter Wave (mmWave)

and microwave frequencies, and the latter is called Distributed Multiple Input

Multiple Output (D-MIMO) for factory automation. The first chapter of this

thesis gives an overview of massive MIMO, so why there is the need to exploit

this technology and gives some mathematical concept. In the second chapter

the CF at mmwave frequencies has been studied. The CF is a recent network

architecture, in order to alleviate the cell-edge problem and thus increase the

system performance of unlucky users that happen to be located very far from

their serving Access Point (AP). In this architecture a large number of dis-

tributed APs, connected to a central processing unit (CPU), simultaneously

and jointly serve a much smaller number of mobile Station (MS) or users. Both

APs and users are equipped with multiple antennas. Then, it has been ana-

lyzed an architecture that generalizes the CF, the so called User-centric (UC),

where each AP has to serve only a limited number of users. A power control

algorithm has been introduced by resorting a method called successive lower

bound maximization, aimed at maximizing the sum-rate and the energy effi-

ciency. At mmwave, a lot of antennas can be employed, this means that there

is the need of using hybrid architecture at each AP in order to reduce complex-

ity and cost by using a small number of radio frequency (RF) chains. With CF

or UC, channel estimation and beamforming are locally evaluated, reducing

the traffic load on the backhaul network. So, a comparison between a fully-

digital (FD) and hybrid (HY) architecture will be shown. What it is possible

to anticipate is that the FD architecture provides better performances than the

hybrid one. In the numerical results, the performances in term of energy ef-

ficiency and sum-rate on Downlink and Uplink, with uniform and optimal
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power allocation and with a fully digital and hybrid architectures will be ad-

dressed. Then, this thesis also focuses on the comparison between D-MIMO

and CF architectures for factory automation, at microwave frequencies. In this

case, communications between actuators (ACs) and APs inside an industrial

scenario is considered by adopting those different communication systems.

Then, different transmission modes are taken into account, Joint transmis-

sion joint transmission (JT), Cell-Free transmission (CFT), single AP transmis-

sion (SAT), and User-centric transmission (UCT). In SAT mode each AC is

served by only one AP. Even for this scenario a power control rule has been

taken into account. In the end, in numerical section, it has been shown the

performances in terms of SINR and achievable rate, evaluated with the finite

block length capacity (FBLC) formula, when different transmission modes

and beamformers are employed, and moreover the improvement given by

the use of a power control.
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Chapter 1

Introduction

1.1 Overview on 5G

5G (and beyond) is the term used to indicate the new wireless networks. The

main goals of 5G are:

• increase spectral and area spectral efficiency;

• low latency;

• high reliability and availability;

• support a very huge number of simultaneous connection

This new technology will allow to have different use cases, and each of them

belong to a certain of services, such as Enhanced Mobile Broadband (eMBB),

Massive machine type communication (mMTC), and Ultra Reliable Low La-

tency Communications (URLLC) [1]–[3]. In eMBB the goal is to increase the

network capacity and the download and upload speed; this will be useful,

for example, either for watching video in high definition or for supporting

the use of Augmented Reality/Virtual Reality. In mMTC there is the need

of providing connections to a large number of different kind of devices that

transmit small amounts of traffic, with low power consumption, like sensors

used in industrial applications. In URLLC the goal is to reach a very low

latency (the target is 1ms), and very high reliability (99.999%). These require-

ments can be useful for healthcare, transport, industrial automation. So, over



Chapter 1. Introduction 2

the years, cellular network have been evolving a lot, since in the beginning

they were designed only for voice application. All these use cases will be sup-

ported by exploiting the so called mmWave frequencies, which permit to use

a large bandwidth, in conjunction with antenna array having a lot of antenna

elements. Thus, in 5G, massive MIMO, D-MIMO systems and beamforming

will play a fundamental role. The thesis focuses on these topic. As it will be

shown, the MIMO technology is used to improve the realiability by exploiting

the spatial divesity.

As said before, in the future there will be a relevant increase in term of si-

multaneous connections due to the huge number of devices, so there is the

need to use a larger spectrum frequency; this is possible by exploiting the

so called mmWave, belonging to the frequency range 30GHz - 300GHz, also

known as Extremely High Frequency (EHF). Carrier frequencies at mmWaves

allow to have larger bandwidth allocation, which translate directly to higher

data transfer and furthermore, to expand the channel bandwidth over 20 MHz

used by LTE. At these high frequencies the wavelength is really small, and so

the antenna are small too; this means that there the possibility of using many

antennas so we have the massive MIMO systems. Thanks to this enhance-

ments, BSs, as well as backhaul links, will be able to handle much greater

capacity than LTE system. As said in the introduction, at mmWaves frequen-

cies in addition to this aspects, there are problem regarding the propagation;

the pathloss is relevant, because we know higher is the frequency higher are

the losses but this problem can be overcame by using large antenna array.

Atmospheric absorption is not a relevant problem over small distances (for

small cell at certain frequencies). Very important is the issue regarding pene-

tration through obstacles. The electromagnetic waves at those frequencies are

not able to pass through obstacles and the diffraction phenomena is reduced,

so LOS condition becomes important in order to have a communication. Large

antennas array used in this system, allow to have directional beams, almost

as flashlights, and in this way the interference behavior changes completely

as well as the sensitivity to misaligned beams. Interference occurs with an

on/off behavior, where just the stronger beams interfere[4].
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Link acquisition, is another challenge at mmWave frequencies, since is tough to

establish communication among users and APs, as well as initial access and

handoff. In order to find each other, users and APs may need to scan a lots of

angular positions where a narrow beam could possible be found, or could be

used other strategies.

A way to get over the issue of mmWaves, is to use both microwaves and

mmWaves because in this way it possible to have a stable and reliable con-

nection; sporadic interruptions due to mmWaves links would be less fre-

quent[4]. At those frequencies there is the issue related to the hardware, since

it is present a relevant power consumption due to the analog-to-digital (A/D)

and digital-to-analog (D/A) converters, needed for large bandwidths. Even

though large antenna arrays are necessary in order to overtake the pathloss

problems, fully digital beamforming for each antenna is unfeasible. As we

will see in Chapter 3, a possible solution is to use hybrid beamforming. Let

us see very briefly, in this introduction, what is a massive MIMO system. The

following concepts, that we are going to explain, are all well described in [4].

A simple MIMO system is essentially a system wherein both transmitter and

receiver are equipped with more than one antenna in order to guarantee a bet-

ter performances. The LTE was developed by using MIMO in which two or

four antennas per mobile and up to eight for BSs. In the future standard will

be used the massive MIMO system which allows to use at BS a huge number

of antennas. This approach offers some benefits:

1. enhancements in spectral efficiency without the need to increase the BS

densification;

2. better spatial diversity;

3. simple transmit/receive structures because the quasi-orthogonal nature

of the channels between BS and a set of active users.

However, for massive MIMO systems, several challenges must be overcome.

Pilot contamination
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Pilot transmission can be made orthogonal among same-cell users, to facili-

tate cleaner channel estimates, but must be reused across cell, otherwise the

resources would end up because of pilot transmission. Then, this cause the

interference, so called pilot contamination, ant it is does not vanish even if

the number of antennas at BS becomes large. However there are methods to

reduce or even eliminate this problem.

Architectural Challenges

The architecture of BS is quite different; instead of having a few high-power

amplifiers feeding a handful of sector of antennas, we would have a lot of tiny

antennas fed by correspondingly low-power-amplifiers, this means that each

antenna shoud have its own amplifier.

Full-Dimension MIMO

Existing BSs are equipped with horizontal arrays, which can only accommo-

date a limited number of antennas, and which only exploit the azimuth angle.

Instead, by using 2D planar array and further exploiting the elevation angle,

so called full-dimension MIMO(FD-MIMO), can house more antennas. As a

benefit this structure allows to increase the signal power and to reduce inter-

ference in neighboring cells.

Channel models

With the change of architecture there is the need to change also the channel,

since beside azimuth angle, now we are dealing with the elevation angle.

Coexistence with small cells

Massive MIMO BSs would have to coexist with small cells, which would not

be equipped with massive MIMO. An alternative is to segregate the corre-

sponding transmission in frequency, the large number of excess antennas at

massive MIMO BSs may offer the opportunity of reducing interference with

relative simplicity.

Coexistence with mmWaves

As said before mmWaves require many antennas for beamsteering. The an-

tennas are much smaller at these frequencies and so a large number of an-

tennas can be used for portable devices. In this way it is possible to provide

beamforming power gain. The applications at mmWave frequencies would
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have to find correct balance between power gain/interference.

In conjuction with the Massive MIMO system, the beamforming will play an

important role. Beamforming is a signal processing technique used in or-

der to direct a signal in a precise direction. This can be done by combin-

ing elements in an antenna array in such a way that signals at particular

angles experience constructive interference while others experience destruc-

tive interference. The improvement compared with omnidirectional recep-

tion/transmission is known as the directivity of the array.

Also D-MIMO will exploit the MIMO architecture. A D-MIMO is a system

where the antennas are geographically distributed among the cells instead of

being placed in a single and bigger array. With this system, it is useful to ex-

ploit the spatial diversity in order to satisfy the requirements of high spectral

efficiency and especially low latency, instead of time and frequency diversity.

Time diversity is based on the retrasmission of a data packet, this makes the

system robust against the error but not suitable for low latency applications;

frequency diversity allows the transmission of the same message signal at

different carrier frequencies, and this solution is not suitable for narrowband

systems. In the end, spatial diversity is the most used strategy in this kind

of applications, since the same information is sent along different spatial path

and this increase the spectral efficiency and enhance the system reliability.

1.2 Thesis contributions

This thesis focuses on massive MIMO systems at mmWave frequencies and

distributed antenna systems for factory automation. Therefore, as it will shown,

the novelty of this thesis regards the introduction of a recent network architec-

ture. This architecture, it will be analyzed at mmWave frequecies, in Chapter

3. Then, in Chapter 4, an industrial scenario is considered with the compar-

ison between D-MIMO and CF, at microwave frequencies. Thus, the goal of

this thesis is to highlight the potential of the distributed antenna systems, in

terms of rate, energy efficiency and SINR, and in different scenarios. Here, we

give a brief summary of the thesis:
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• Chapter 3: Cell-Free Massive MIMO at mmWave frequncies

CF is a recent network architecture, in order to alleviate the cell-edge

problem and thus increase the system performance of unlucky users that

happen to be located very far from their serving AP. In this architecture

a large number of distributed APs, connected to a CPU, simultaneously

and jointly serve a much smaller number of MS or users. Both APs and

users are equipped with multiple antennas. In this chapter will be also

considered the architecture that generalizes the CF, the so called UC,

where each AP has to serve only a limited number of users. Moreover,

we will present the method called successive lower bound maximiza-

tion in order to maximizing the sum-rate and the energy efficiency. Be-

cause of the large number of antennas there is also the need of using

hybrid architecture at each AP in order to reduce complexity and cost

by using a small number of RF chains. With CF or UC, channel estima-

tion and beamforming are locally evaluated, reducing the traffic load on

the backhaul network. so, a comparison between a FD and hybrid archi-

tecture will be show. What we expect is that the FD architecture give bet-

ter performances than the hybrid one. In the numerical results we will

compare the performances in term of energy efficiency and sum-rate on

Downlink and Uplink, with uniform and optimal power allocation and

with a fully digital and hybrid architectures.

This chapter is based on the journal article:

– [5] M. Alonzo, S. Buzzi, A. Zappone, et al., “Energy-efficient power

control in cell-free and user-centric massive mimo at millimeter

wave”, IEEE Transactions on Green Communications and Networking,

vol. 3, no. 3, pp. 651–663, 2019

• Chapter 4: Cell-Free and Distributed MIMO in Industry 4.0

In this chapter we will compare the performances of two different net-

work architectures, CF (and UC) and D-MIMO for factory automation,
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so this chapter focuses on industrial environments. D-MIMO is an ar-

chitecture where the APs, connected to a CPU, are distributed in an

area equipped with multiple antennas and in this case the beamform-

ers and the channel estimates are not locally evaluated; this means that

the transmitting antennas are distributed but the system behaves as if

there were only one base station (BS), with more antennas. We will

compare these two architectures in term of Signal-to-Interference-Plus-

Noise-Ratio (SINR) and achievable rate by exploiting the FBLC [6]. This

will be done in case of uniform and optimal power allocation, different

beamforming schemes, such as maximum ratio transmission (MRT), full

Zero-forcing (FZF), and partial zero-forcing (PZF) and different trans-

mission modes, CFT, UCT, SAT, and JT.

This chapter is based on the journal article submitted to IEEE Open Jour-

nal of the Communications Society:

– M. Alonzo, P. Baracca, Saeed R. Khosravirad, and S. Buzzi, "Dis-

tributed and Cell-Free Massive MIMO Architectures for URLLC in

Indoor Factory Environments"

1.3 Other Contributions

In addition to the paper listed above the author has other conferences publi-

cations. Below, only the abstract of those paper are reported.

1.3.1 Conferences

- [7] M. Alonzo, P. Baracca, S. R. Khosravirad, et al., “URLLC for factory

automation: An extensive throughput-reliability analysis of D-MIMO”,

in WSA 2020; 24th International ITG Workshop on Smart Antennas, 2020,

pp. 1–6

Factory automation is one of the most challenging use cases for 5G-and-beyond

mobile networks due to strict latency, availability and reliability constraints.
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In this paper, communication with active actuators (ACs) inside an indoor in-

dustrial factory scenario is considered, and distributed multipleinput multiple-

output (D-MIMO) systems are used in order to improve the communication

reliability.We consider two transmission schemes, namely joint transmission,

where all the distributed antennas are used for communicating with each AC,

and single access point transmission, wherein, instead, each AC is served only

by a subset of the active antennas. Link adaptation (LA) based on a proper

choice of the modulation and coding scheme is also included in our analy-

sis. Extensive numerical results are presented targeting various performance

indicators, including the achievable sum spectral efficiency against the tar-

get block error rate, the number of ACs supported at a given reliability level,

and finally, the effect of LA. The results demonstrate substantial performance

improvements offered by D-MIMO in indoor factory scenarios.

- [8] M. Alonzo, S. Buzzi, and A. Zappone, “Energy-efficient downlink

power control in mmWave cell-free and user-centric massive MIMO”,

in 2018 IEEE 5G World Forum, IEEE, 2018

This paper considers cell-free and user-centric approaches for coverage im-

provement in wireless cellular systems operating at millimeter wave frequen-

cies, and proposes downlink power control algorithms aimed at maximiz-

ing the global energy efficiency. To tackle the non-convexity of the problems,

an interaction between sequential and alternating optimization is considered.

The use of hybrid analog/digital beamformers is also taken into account. The

numerical results show the benefits obtained from the power control algo-

rithm, as well as that the user-centric approach generally outperforms the

cell-free one.

- [9] M. Alonzo and S. Buzzi, “Cell-free and user-centric massive MIMO

at millimeter wave frequencies”, in 2017 IEEE 28th Annual International

Symposium on Personal, Indoor, and Mobile Radio Communications (PIMRC),

2017, pp. 1–5. DOI: 10.1109/PIMRC.2017.8292302

https://doi.org/10.1109/PIMRC.2017.8292302
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In a cell-free (CF) massive MIMO architecture a very large number of dis-

tributed access points (APs) simultaneously and jointly serves a much smaller

number of mobile stations (MSs); a variant of the cellfree technique is the user-

centric (UC) approach, wherein each AP just decodes a reduced set of MSs,

practically the ones that are received best. This paper introduces and ana-

lyzes the CF and UC architectures at millimeter wave (mmWave) frequencies.

First of all, a multiuser clustered channel model is introduced in order to ac-

count for the correlation among the channels of nearby users; then, an uplink

multiuser channel estimation scheme is described along with low-complexity

hybrid analog/digital beamforming architectures. Interestingly, in the pro-

posed scheme no channel estimation is needed at the MSs, and the beam-

forming schemes used at the MSs are channelindependent and have a very

simple structure. Numerical results show that the considered architectures

provide good performance, especially in lightly loaded systems, with the UC

approach outperforming the CF one.
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Chapter 2

Notion of Massive MIMO

This chapter refers to the book [10].

Today, almost all communications are wireless, this means that it is possible

to access to the network almost everywhere thank to the cellular networks.

As it has been said in the introduction, everything will be connected by ex-

ploiting a wireless connection and as a consequence the demand for wireless

data connectivity will keep to increase in the future and this is the reason why

there is the need of defining a new technology, in order to handle more data

traffic. First of all, the concept of cellular network has to be clarified.

Definition of cellular network

Wireless communication is based on radio, so electromagnetic (EM) waves

are used to carry information from a transmitter to one or multiple receivers.

Since the EM waves propagate by following different paths from the trans-

mitter, the signal energy spreads out and the signal reaches the receiver with

less energy, since it decreases as the distance increases. To deliver informa-

tion with EM waves with high received signal energy over a coverage area,

a cellular network topology is needed [11]. A coverage area is divided into

cells and in each cell there is a BS needed to enable wireless communication

between a device and the network (see Fig.2.1). So, a cellular network is an

architecture where there is a set of BSs distributed among cells and a set of

UEs or MSs. The downlink (DL) refers to signal sent from a BS to served MSs,

while Uplink (UL) is the transmission from MSs to their serving BS. A metric
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FIGURE 2.1: Traditional cellular network, where each BS cov-
ers a distinct geographical area and provides service to all
users in it. The area is called a “cell” and is each cell is rep-

resented by a different color.

to asses the performances of conteporary and future cellular networks is the

area throughput, measured in bit/s/km2 and defined as:

Area Throughput [bit/s/km2] = B · D · SE (2.1)

where B [Hz] is the bandwidth, D [cell/km2] is the average cell density and

SE [bit/s/Hz/cell] is the spectral efficiency per cell. As we can see from the

previous equation, there are three main components determining the area

throughput and its enhancements; this means that, in order to increase the

area throughput, it is possible to:

• use of larger bandwidth;

• employ more BSs;

• increase the SE per cell.

A way to increase the SE per cell is given by the use of Massive MIMO net-

works.
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2.0.1 Definition of Massive MIMO

In this subsection we will provide a definition of the concept of massive MIMO,

with the description of channel model, the DL and UL system model, chan-

nel hardening and SE with its bounds. As already discussed in this chapter,

highly spectral efficient coverage tier1 can be characterized as follows:

• exploit SDMA to achieve multiplexing gain by serving more MSs on the

same time-frequency resources;

• more BS antennas than MSs per cell to enhance interference suppression.

This implies that the number of BS antennas proportionally increases as

the number of MSs increase.

• It operates in Time Division Duplex (TDD) mode to limit the channel

state information (CSI) acquisition overhead.

Definition of massive MIMO: a massive MIMO network is a multicarrier net-

work with C cells that operate according to TDD protocol; in this case DL and

UL transmissions of different cells are synchronized. The j-th BS is equipped

with M � 1 antennas, to achieve channel hardening, and communicates

with K single-antenna users simultaneously. Thus, the antenna-MS ratio is

M/K>1. Each BS locally process signal by using combining and precoding.

An important aspect for massive MIMO networks is given by the fact that the

frequency resources are divided into flat-fading subcarriers. Therefore, the

coherence bandwidth Bc, which describes the frequency interval over which the

channel responses, are almost constant, becomes really important too. One

or multiple subcarriers are embedded in the coherence bandwidth, thus, the

channel on andjacent subcarriers are almost equal. This guarantees that there

is no the need to estimate channels for each subcarrier.
1Outdoor BSs that provide wide-area coverage, mobility support, and are shared between

many MSs;
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2.0.2 Channel model

The channel response between the k-th MS in the c-th cell and the j-th BS is

denoted by hk,j,c ∈ CM, where each entry of this vector correspond to the

channel between the MS to one of the BS’s antenna. Since it has been as-

sumed to operate with TDD, the channel on DL and UL are the same, for a

coherence block2. UL channel is denoted by hk,j,c, whereas, DL channel is de-

noted by (hk,j,c)
H. Since the channel response is a vector, it has a norm and

direction which are both random variables in a fading channel. The channel

model characterizes the distribution and statistical independence and depen-

dence. A channel h ∈ CM is spatially uncorrelated if the channel gain ‖h‖2

and the channel direction, h/‖h‖ are independent, where the channel direc-

tion is uniformly distributed over CM. If this not happens, the channel is

spatially correlated. In this chapter, we will focus our attention to correlated

Rayleigh fading channel, distributed as:

hk,j,c ∼ NC

(
0M, Rk,j,c

)
(2.2)

where Rk,j,c ∈ CM×M is the spatial correlation matrix, and it is a positive semi-

definite matrix. In case of uncorrelated Rayleigh fading Rk,j,c = βk,j,cIM, where

βk,j,c represent the large-scale fading for the k-th user, j-th BS in the c-th cell.

2.0.3 System model

Since, we have define the channel model, now it is possible to give the defini-

tion of system model for UL and DL.

Uplink

The Uplink transmission in a Massive MIMO system is illustrated in fig.2.2.

2Number of subcarriers and time samples over which the channel response can be approx-
imated as constant and flat-fading
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FIGURE 2.2: Uplink Massive MIMO transmission in the c-th
cell and j-th cell. The channel vector between the k-th UE in

c-th cell and j-th BS is denoted by hk,j,c.

The received signal, denoted by yj ∈ C, at the j-th BS can be written as:

yj =
C

∑
c=1

Kc

∑
k=1

hk,j,csUL
k,c + nj =

=
Kc

∑
k=1

hk,j,jsUL
k,c︸ ︷︷ ︸

Useful signal

+
C

∑
c=1,c 6=j

Kc

∑
i=1

hi,j,csUL
i,c︸ ︷︷ ︸

Inter-cell Interference

+ nj︸︷︷︸
Noise

(2.3)

where nj ∼ NC(0M, σ2
ULIM) is the independent additive noise at the receiver.

The signal to be sent from the k-th user in the c-th cell is denoted by sUL
k,c ∈ C,

with power pk,c = E{|sUL
k,c |2}; the channel is constant for the same coherence

block, whereas signals and noise are generated for each new sample. During

the UL data transmission, the j-th BS has to apply a combining vector, gk,j ∈
CM in order to separate the useful signal for k-th MS and its interference term,

so we have:

gH
k,jyj = gH

k,jhk,j,csUL
k,j︸ ︷︷ ︸

Useful Signal

+
Kc

∑
i=1,i 6=k

gH
k,jhi,j,jsUL

i,j︸ ︷︷ ︸
Intra-cell signals

+
C

∑
c=1,c 6=j

Kc

∑
i=1

gH
k,jhi,j,csUL

i,c︸ ︷︷ ︸
Inter-cell Interference

+ gH
k,jnj︸ ︷︷ ︸

Noise

(2.4)
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Downlink

The Downlink transmission in a Massive MIMO system is illustrated in fig.2.2.

During DL phase, the j-th BS in c-th cell, transmit the following signal:

FIGURE 2.3: Downlink Massive MIMO transmission in the c-
th cell and j-th cell. The channel vector between the k-th UE in

c-th cell and j-th BS is denoted by hH
k,j,c.

xc =
Kc

∑
k=1

qk,csDL
k,c (2.5)

where sDL
k,c ∼ N (0, pk,c) is the downlink data signal to be sent to the k-th user

in the c-th cell with power pk,c. The spatial directivity of that signal is given

by the precoding vector qk,c ∈ CM; the precoding vector has E{‖qk,c‖2} = 1,

so, in this way E{‖qk,csDL
k,c ‖} = pk,c, that is the transmit power allocated for

k-th user. The received signal, denoted by rk,c ∈ C at the k-th MS in the j-th

cell is modelled as:

rk,j =
C

∑
c=1

hH
k,j,cxj + nk,j =

=
C

∑
c=1

Kc

∑
i=1

hH
k,j,cqk,csDL

k,c + nk,c =

= hH
k,j,jqk,jsk,j︸ ︷︷ ︸

Useful signal

+
Kj

∑
i=1

hH
k,j,jqi,jsi,j︸ ︷︷ ︸

Intra-cell interference

+
C

∑
l=1

Kj

∑
i=1,i 6=j

hH
k,l,jqi,lsi,l︸ ︷︷ ︸

Inter-cell interference

+ nk,j︸︷︷︸
Noise

(2.6)
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where nk,j ∼ NC(0, σ2
DL) is independent additive noise at the receiver. The

channel is constant for the same coherence block, whereas signals and noise

are generated for each new sample.

2.0.4 Channel hardening and favorable propagation

There two important aspects of multiantenna channel: channel hardening and

favorable propagation. In this chapter we will provide only the definitions. With

channel hardening it is possible to treat a fading channel as a deterministc one.

This is useful to combat the small-scale fading and improve the DL channel

gain estimation.

Definition of channel hardening: the channel response hk,j,j provides (asymp-

totic) channel hardening if

‖hk,j,j‖2

E{‖hk,j,j‖2} → 1 (2.7)

as M→ ∞. It is easy to see that the gain ‖hk,j,j‖2 of a channel response hk,j,j is

close to its mean when the number of antenna at each BS increases. In prac-

tice, is not relevant the asymptotic result, but how close to channel hardening

we are when a lot of antennas are employed. Exploiting the concept of fa-

vorable propagation it is possible to make the direction of two user channels

asymptotic orthogonal. This is useful when the interference between two user

has to be mitigated and the SE is improved.

Definition of favorable propagation: asymptotic favorable propagation be-

tween two user channel, hi,j,c and hk,j,j, to the j-th BS if

hH
i,j,chk,j,j√

E{‖hi,j,c‖2}E{‖hk,j,j‖2}
→ 0 (2.8)

as M→ ∞. It is easy to see that the inner product of hi,j,c√
E{‖hi,j,c‖2}

and hk,j,j√
E{‖hk,j,j‖2}

goes asymptotically to zero. Since the channel norms grow as M grows, favor-

able propagation guarantees that the direction becomes orthogonal, but not
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the channel responses of those users.

2.1 Channel estimation

In this section we describe the uplink training phase and provide a scheme of

channel estimation, the minimum mean-squared error (MMSE).

2.1.1 Uplink training

In order to use efficiently a massive MIMO system, each BS has to estimate

the channel response coming from the served user in the current coherence

block. It is also important for the j-th BS to know the channel estimates of

the other channels coming from users in cell j. This knowledge can be useful

in order to mitigate the interference during the data transmission. Let τp the

sampler used for uplink training phase in each coherence block. Each MS has

to transmit a pilot sequence with length τp; so, for the k-th user in the j-th cell,

the pilot sequence can be denoted by φk,j ∈ Cτp . This sequences have unit-

magnitude element, so that ‖φk,j‖2 = φH
k,jφk,j = τp. Each element is rescaled

by the UL power as √pk,j and then transmitted as the signal sDL
k,j in eq.(2.6).

The received signal at the j-th BS, Yp
j ∈ CM×τp , can be written as:

Yp
j =

Kj

∑
k=1

√
pk,jhk,j,jφ

T
k,j +

C

∑
c=1,c 6=j

Kl

∑
k=1

√
pi,chi,j,cφT

i,c + Np
j (2.9)

where Np
j ∈ CM×τp is the additive noise at the receiver with i.i.d. elements

distributed as NC(0, σ2
UL). Yp

j is the observation available at the j-th BS and

can be used to estimate the channel responses. To estimate the channel each BS

needs to know which pilot sequence has been assigned to each user. Usually

this assignment has to be done when a MS connect to the BS, by using, for

example, a random process. Assuming that the j-th BS wants to estimate the

channel response of the k-th user in the c-th cell. The BS has to multiply the
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received signal Yp
j with the pilot sequence φk,l , so we have:

yp
k,j,c = Yp

j φ∗i,c =
L

∑
c′=1

Kc′

∑
i′=1

√
pi′,c′hi′,j,c′φ

T
i′,c′φ

∗
i,c + Np

j φ∗i,c (2.10)

For the BS’s own cell it is possible to rewrite the eq.(2.10) as follows:

yp
k,j,j = Yp

j φ∗k,j =

=
√

pk,jhk,j,jφ
T
k,jφ
∗
k,j︸ ︷︷ ︸

Useful pilot

+
Kj

∑
i=1,i 6=k

√
pi,jhi,j,jφ

T
i,jφ
∗
k,j︸ ︷︷ ︸

Intra-cell Pilots

+

+
K

∑
c=1,c 6=j

Kj

∑
i=1,i 6=k

√
pi,chi,j,cφT

i,cφ∗k,j︸ ︷︷ ︸
Inter-cell Pilots

+Np
j φ∗i,c︸ ︷︷ ︸

Noise

(2.11)

The Intra-cell and inter-cell interference in eq.(2.11) contains the inner product

between the pilot of k-th and another user in the l-th cell. If that inner product

is zero, than the interference vanishes, and this happens iff the pilot sequence

are of two users are orthogonal (i.e. φT
k,cφ∗k,j = 0). We would assign orthogonal

pilots, for all users, but due to the finite length of coherence blocks, which

imposes the constraint τp ≤ τc, this is not possible in practice. In this chapter,

we assume to use a set of τp mutually orthogonal pilots; this pilots can be seen

as columns of a pilot book Φ ∈ Cτp×τp , which has to satisfy ΦHΦ = τpIp
3. Now,

we can define the set

Pk,j =

{
(i, c) : φi,c = φk,j, c = 1, . . . , C, i = 1, . . . , Kc

}
(2.12)

with the indices of MSs that use the same pilots as the k-th MS in the j-th cell.

Thus, (l, i) ∈ Pk,j implies that the i-th MS in the l-th cell uses the same pilot as

3It is better to set τp ≥ maxlKl so that each BS can use different pilot for its served MSs. In
this way the strongest interference coming from users in the own cell.
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k-th MS in the j-th cell. Now, eq.(2.11) can be rewritten as:

yp
k,j,j =

√
pk,jτphk,j,j︸ ︷︷ ︸

Useful pilot

+ ∑
(i,c)∈Pk,j\(k,j)

√
pi,cτphi,j,c︸ ︷︷ ︸

Interfering Pilots

+Np
j φ∗i,c︸ ︷︷ ︸

Noise

(2.13)

Note that yp
k,j,j = yp

i,j,c, ∀(c, i) ∈ Pk,j, since these MSs are using the same pilot;

moreover, Np
j φ∗k,j ∼ NC(0M, σ2

ULτpIM), since the pilot are deterministic and

‖φk,j‖ = τp. In literature, there are different channel estimation schemes, but

in this thesis we will only consider the Minimum mean square error (MMSE).

Let us focus our attention to the case of spatially uncorrelated channel, i.e.,

CN (0M, βk,j,cIM), the MMSE estimates can be easily written as:

ĥk,j,c =

√pk,cβk,j,c

∑
(i,c′)∈Pk,c

pi,c′βi,j,c′ + σ2
UL

yp
k,j,c = αk,j,cy

p
k,j,c (2.14)

2.2 Spectral efficiency: DL bound for Massive MIMO

In this section we will provide the definitions of upper and lower bounds for

the SE on the DL for a massive MIMO network. This results has been useful

for the analysis addressed in Chapter 4. Each BS has to transmit payload data

to its users during the DL phase by using a linear precoding. Precoding vector

has to construct such that E{‖qk,j‖} = 1, in this way pk,j is the signal power

allocated to the k-th user. Recall that sDL
k,j represents the information to be sent

to the k-th user.

2.2.1 DL upper bound

The upper bound can be easily computed. If we consider eq.(2.6), the upper

bound can be written as:

SEDL
k,j =

τd

τc
E

[
log2

(
1 + SINRDL

k,j

)]
(2.15)
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where the quantity τd
τc

is the fraction of samples for coherence block used for

DL data, where τd = τc − τp − τu, wherein τu is the number of samples used

for UL data, while SINRDL
k,j is defined as:

SINRDL
k,j =

ηk,j|hH
k,j,jqk,j|2

C
∑

l=1

Kl

∑
i=1,(i,l) 6=(k,j)

ηi,l |hH
k,l,jqi,l |2 + σ2

DL

(2.16)

where ηk,j is the power allocated for the k-th user by the j-th BS.

2.2.2 DL lower bound

The desired signal intended to the k-th user in the j-th cell can be written as

gk,j = hH
k,j,jqk,j; the user does not know a priori this quantity but it can be

approximated by using its mean value. The received DL signal, yk,j, at the

k-th user can be written as:

yk,j = E{hH
k,j,jqk,j}sDL

k,j︸ ︷︷ ︸
Useful signal over average channel

+
(
hH

k,j,jqk,j −E{hH
k,j,jqk,j}

)
sDL

k,j︸ ︷︷ ︸
Useful signal over unknown channel

+

+
Kj

∑
i=1,i 6=k

hH
k,j,jqi,j︸ ︷︷ ︸

Intra-cell interference

+
C

∑
l=1,l 6=j

Kl

∑
i=1

hH
k,l,jwi,lsDL

i,l︸ ︷︷ ︸
Inter-cell interference

+ nk,j︸︷︷︸
Noise

(2.17)

where the first term is the useful signal over the deterministic average pre-

coded channel, while the other terms are unknown to the user since they are

random variables. An achievable SE can be evaluated by treating these terms

as noise in signal detection. Then it is possible to get a capacity bound, called

hardening bound. Of course, this bound is valid for any beamformer and chan-

nel estimation scheme. The DL bound for the k-th user in the j-th cell is written

as SEDL
k,j = τd

τc
log2(1 + SINRDL

k,j ) [bit/s/Hz] with

SINRDL
k,j =

ηk,j|E{qH
k,jhk,j,j}|2

C
∑

l=1

Kl

∑
i=1

ηi,lE{|qH
i,lhk,l,j|2} − ηk,j|E{qH

k,jhk,j,j}|2 + σ2
DL

(2.18)
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where the numerator is the gain of useful signal receiver over average pre-

coded channel. Regarding the denominator, the first term is the received

power of all signals, the second one, instead, subtracts the part of the useful

signal that appear at the numerator, and the third and last term is the noise

variance. The SE bound can be evaluated numerically, for each beamformer

and channel estimation scheme, by computing all the averages with Mon-

tecarlo method. In case of MRT beamformer, qk,c = ĥk,j,c/‖ĥk,j,c‖2, in case

of spatially uncorrelated channel, i.e., hk,j,c ∼ CN (0M, βk,j,cIM), and MMSE

channel estimation it is possible to write that lower bound in a closed form as

follows:

SINRDL
k,j =

pk,jηk,jβk,j,jαk,j,j M2

C
∑

c=1

Kc

∑
i=1

ηk,l
√pk,l βk,j,lαi,l,l βi,l,l M+

+ ∑
(i,l)∈Pk,j\(k,j)

ηk,l
√pk,jβk,j,lαi,l,l βi,l,l M2 + σ2

DL

(2.19)
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Chapter 3

Cell-Free Massive MIMO at

mmWave frequncies

Referred articles published in the IEEE 5G World Forum (5GWF). IEEE, 2018

and in the IEEE Transactions on Green Communications and Networking 3.3, 2019.

3.1 Introduction

Future 5G wireless systems will heavily rely on the use of large-scale antenna

arrays, a.k.a. massive MIMO, and of carrier frequencies above 10 GHz, the

so called mmWave frequencies [4]. Indeed, on one hand, the use of massive

MIMO permits serving several users on the same time-frequency resource,

while, on the other one, mmWave carrier frequencies will enable the use of

much larger bandwidths, at least on short-distances (up to about one hundred

meters). The combined use of massive MIMO systems along with mmWave

frequencies is indeed one of the key technological enablers of the envisioned

wireless Gbit/s experience [12]. For conventional sub-6 GHz frequencies, a

new communications architecture, named CF massive MIMO, has been re-

cently introduced in [13], [14], in order to alleviate the cell-edge problem

and thus increase the system performance of unlucky users that happen to

be located very far from their serving AP. In the CF architecture, instead of

having few base stations with massive antenna arrays, a very large number
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of simple APs randomly and densely deployed serve a much smaller num-

ber of MSs. This approach has some similarities with the CoMP [15], [16]

and network MIMO [17]; these technologies exploit coordinate beamform-

ing, scheduling, and joint transmission using multiple distributed antennas

and/or base stations, with the aim of mitigating the interference and achiev-

ing diversity gains. There are however some key differences between these

strategies and the CF massive MIMO approach discussed in this chapter. In

particular, we have that: (a) the CF massive MIMO strategy fully leverages the

advantages and unique features of massive MIMO, such as the channel hard-

ening effect and the use of the TDD protocol;and (b) the CF massive MIMO

also makes a more limited use of the backhaul link since the channel coeffi-

cients are locally estimated at the APs and are mutually shared. Moreover,

beamformers are computed at the APs using locally available information.

The CF massive MIMO architecture can be thus thought as the scalable way

of implementing distributed network MIMO deployments. In the CF archi-

tecture described in [13], [14], single-antenna APs and MSs are considered,

all the APs serve all the MSs, all the APs are connected through a backhaul

link to a CPU. Nevertheless every AP performs channel estimation locally,

and channel estimates are not sent to the CPU, but are locally exploited. In

particular, for the downlink communication phase, the CPU sends to the APs

the data symbols to be sent to all the MSs. Then, for the uplink communica-

tion phase, the APs use the backhaul to send the sufficient statistics for all the

MSs to the CPU, which combines them and performs uplink data decoding.

In [18] a UC variant of the CF approach is introduced, wherein each APs, in-

stead of serving all the MSs in the considered area, just serves the ones that

he receives best; the results of [18] show that the UC approach provides sav-

ings on the required backhaul capacity and, also, provides better data-rates to

the vast majority of the users. The paper [19] analyzes a CF massive MIMO

system from the point of view of its energy consumption, taking into account

the power consumed by the backhaul links, the number of active APs and

the number of antennas at each AP. The paper also embraces the UC phi-

losophy by considering AP-MS selection schemes aimed at maximizing the
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system energy efficiency. While previous works deal with the case in which

the APs and the MSs are both equipped with one antenna (with the excep-

tion of [19] which considers multiple antennas at the APs), in [20] the CF and

UC architectures are generalized to the case in which both the APs and the

MSs are equipped with multiple antennas. This generalization is not trivial

and indeed the system proposed in [20], despite the use of multiple antennas

at the MSs and the use of a multiplexing order larger than one, develops a

beamforming scheme at the APs that does not require channel estimation at

the MSs, which adopt a channel-independent beamformer. While [20] consid-

ers a simple uniform power allocation, in [21], [22] power control procedures

aimed at rate maximization are proposed. The paper [23] investigates the use

of pilot signals on the downlink, so as to enable channel estimation at the

MSs; even though such an approach provides some performance improve-

ment, it contradicts the TDD-based "Massive MIMO philosophy" wherein no

channel estimation is required at the MSs. A compute-and-forward approach

to CF massive MIMO was then proposed in [24] in order to reduce the load on

the backhaul links. All of the above cited papers consider the case in which

a conventional sub-6 GHz carrier frequency is used. On the other hand, as

already stated, mmWave frequencies will play a big role in future wireless

cellular systems due to availability of wide amounts of unused bandwidths

[25]. The design of a wireless cellular system operating at mmWave poses dif-

ferent and new challenges with respect to conventional sub-6 GHz frequen-

cies, due to different propagation mechanisms [25], to the need of using large

antenna arrays at both side of the links to counteract the increased path-loss

[26], and to the presence of hardware constraints that prevent the realization

of FD precoding and postcoding beamforming structures [27]. Despite these

tough challenges, the attractiveness of the mmWave frequencies for cellular

communications has led to intense research efforts in the last few years. Due

to the difficulty of realizing FD beamforming architectures at mmWave with

antenna arrays of large size, the CF massive MIMO architecture at these high

frequencies appears particularly attractive, mainly for two reasons; first of all,

it substitutes large co-located antennas with several APs with antenna arrays
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of smaller dimension, and, thus, with less hardware complexity; second, due

to the limited range of mmWave communications, the distributed AP dense

deployment alleviates the cell-edge problem and creates path-diversity, which

is precious since signal blockages may frequently happen at these frequen-

cies. Energy efficiency is another key topic that should be considered when

designing modern wireless communication systems. Indeed, increasing the

bit-per-Joule energy efficiency is regarded as a key requirement of future 5G

networks [28]. A recent survey on the most promising energy-efficient tech-

niques for 5G has recently appeared in [29]; in that paper, radio resource al-

location is identified, among other techniques, as a relevant approach to im-

prove the energy efficiency of future wireless networks. Recent contributions

on energy-efficient radio resource allocation for 5G are [30]–[33]. Motivated

by the above discussion, this chapter considers details a CF and UC massive

MIMO wireless system operating at mmWave and focuses on resource allo-

cation strategies maximizing the global energy efficiency. To the best of au-

thors’ knowledge, this chapter is based on the first paper that considers the

CF and UC massive-MIMO deployments at mmWave; preliminary results on

this issue have been reported in the conference papers [8] and [9], wherein it

has also been shown that the UC approach generally outperforms the CF ap-

proach. The contribution of this chapter can be summarized as follows. First

of all, we introduce a multiuser mmWave channel model that permits tak-

ing into account channel correlation for close users. Building upon the clus-

tered channel model [34] widely used at mmWave frequencies, we extend this

model to take into account the fact that if several APs and MSs are in the same

area, their channels must be built using the same set of scatterers; adopting

this model, users that are very close will receive beams with very close di-

rection of arrival and so channel correlation for nearby users is intrinsically

taken into account. Then, we study the UC and CF approaches at mmWave

frequencies; we assume that both the APs and MSs are equipped with mul-

tiple antennas, use HY analog-digital partial Zero-Forcing (ZF) beamforming

at the APs, while a very simple 0-1 beamforming architecture, independent of
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the channel estimate, is used at the MSs. We present simulation results for sce-

narios that can be representative of a lightly-loaded system, with M = 80 APs

and K = 6 MSs transmitting on the same time-frequency slot, and of a highly-

loaded system, with M = 80 APs and K = 16 MSs. Results show that over a

bandwidth of 200 MHz and with a maximum transmit power of 0.1 W at each

AP, taking into account channel estimation errors and using low-complexity

beamforming structures, the downlink average rate per user is 1.5 Gbit/s in

the lightly-loaded scenario and 400 Mbit/s in the heavily-loaded situation.

Likewise, in the lightly-loaded scenario, the average uplink rate-per-user is

about 1 Gbit/s. This chapter is organized as follows. Next section is devoted

to the discussion of the system and to the description of the processing (it

involves uplink training, downlink data transmission and uplink data trans-

mission); Section 3.6 concerns global energy efficiency maximization; Section

3.7 concerns the sum-rate optimization under (theoretical) perfect ZF beam-

forming; Section 3.8 contains details about the used multiuser channel model

and the discussion of the numerical results. Finally, concluding remarks are

given in Chapter 5.

3.2 System model and communication protocol

We consider an area where K MSs and J APs are randomly located. The

APs are connected by means of a backhaul network to a CPU wherein data-

decoding is performed (see fig. 3.1). Communications take place on the same

frequency band; downlink and uplink are separated through TDD4. The com-

munication protocol is made of three different phases: uplink training, down-

link data transmission and uplink data transmission. During the uplink train-

ing phase, the MSs send pilot sequences to the APs and each AP estimates

the channels; during the second phase the APs use the channel estimates to

perform pre-coding and transmit the data symbols; finally, in the third phase

the MSs send uplink data symbols to the APs. While in the CF approach all

4In TDD, using calibrated hardware, the uplink channel is the reciprocal of downlink chan-
nel.
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the APs simultaneously serve all the MSs (a fully-cooperative scenario), in the

UC approach each AP serves a pre-determined number of MSs, say N, and

in particular the ones that it receives best. We assume that each AP (MS) is

FIGURE 3.1: A CF massive MIMO network deployment.

equipped with an antenna array with NAP (NMS) elements. The (NAP×NMS)-

dimensional matrix Hk,j denotes the channel matrix between the k-th user and

the j-th AP. Details about the channel model will be reported in Section 3.8

Additionally, we assume that each MS employs a very simple 0-1 beam-

forming structure; in particular, denoting by P the multiplexing order, namely

the number of parallel streams sent to a given receiver, the (NMS× P)-dimensional

beamformer used at the k-th MS receiver is denoted by Lk and is defined as

Lk = IP ⊗ 1NMS/P, denoting with 1NMS/P an all-1 vector of length NMS/P.

Otherwise stated, we assume that the MS receive antennas are divided in P

disjoint groups of NMS/P elements, and the received data collected at the an-

tennas of each group are simply summed together. It is APs’ task, based on

the uplink channel estimates and exploiting the TDD channel reciprocity, to

ensure that the summed samples are, at least approximately, aligned in phase.

Similarly when considering uplink transmission, the antennas in each group

send the same signal with the same phase. We describe now the three phases

of the communication protocol.
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3.3 Uplink training

During the uplink training the MSs transmit pilot sequences in order to enable

channel estimation at the APs. Let τc be the length of the channel coherence

time and τp be the length of uplink training phase, both in discrete time sam-

ples. Of course we must have τp < τc. We define by Φk ∈ CP×τp the matrix

containing on its rows the pilot sequences sent by the k-th MS. We assume

that ΦkΦH
k = IP, i.e. the rows of Φk are orthogonal, but no orthogonality

is required for the pilot sequences assigned to other MSs5. Obviously, using

orthogonal pilots tout court would lead to a system immune to pilot contam-

ination, but this would put a limit on the maximum value of the product KP

that could be accommodated in the channel coherence time. The received sig-

nal at the j-th AP in the τp signaling intervals devoted to uplink training can

be cast in the following NAP × τp-dimensional matrix Yj:

Yj =
K

∑
k=1

√
pkSk,jΦk + Wj, (3.1)

where Sk,j = Hk,jLk, Wj is the matrix of thermal noise samples, whose entries

are assumed to be i.i.d. CN (0, σ2
w) RVs. In the following we briefly outline

the structure of the Linear Minimum Mean Square Error (LMMSE) channel

estimator. Defining yj = vec(Yj), wj = vec(Wj), sk,j = vec(Sk,j), we obtain

the vectorized model:

yj =
K

∑
k=1

√
pkAksk,j + wj (3.2)

5Of course, when KP ≤ τp it would be possible to assign to all the MSs mutually orthog-
onal pilot sequences. In general, the pilot sequences contain symbols from the same constella-
tion as the data symbols, e.g. QAM symbols or similar. In this chapter, however, for the sake
of simplicity, we assume that the pilot sequences are binary random sequences, and we just
require that each matrix Φk has orthogonal rows.
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Algorithm 1 Block Coordinate Descent for Subspace Decomposition Algo-
rithm for Hybrid Beamforming; the algorithm input is Qopt

j , NAP, NRF
AP, K, P.

1: Initialize Imax and set iter=0;
2: Set arbitrary QRF,0

j
3: repeat
4: Update QBB

j = (QRF,iter H
j QRF,iter

j )−1QRF,iter H
j Qopt

j

5: Set φiter =angle
[
Qopt

j QBB,iter+1 H
j (QBB,iter+1

j QBB,iter+1 H
j )−1

]
6: Update QRF,iter

j = 1√
NAP

eiφiter

7: iter = iter + 1;
8: until convergence or iter = Imax

with Ak = ΦT
k ⊗ I. Since we need to estimate a vector, we process yj by a

matrix VH
k,j, i.e. ŝk,j = VH

k,jyj. Then, the MSE is:

E[‖ VH
k,jyj − sk,j ‖2] = tr(VH

k,jE[yjy
H
j ]Vk,j)+

+ E[‖ sk,j ‖2]−E[2<{tr(sH
k,jV

H
k,jyj)}] =

= tr
(

VH
k,j

( K

∑
l=1

pkAlAH
l + σ2I

)
Vk,j

)
+

+ E[‖ sk,j ‖2]−√pktr(VH
k,jAk + VT

k,jA
∗
k )

(3.3)

Recalling that ([35, Ch. 4])∇Z∗ tr(ZTM) = 0,∇Z∗ tr(ZHM) = M, and∇Z∗ tr(ZHMZ) =

MZ, setting the gradient of the MSE with respect to the complex matrix V∗k,j

equal to zero and solving for Vk,j, we find the LMMSE estimator:

VLMMSE
k,j =

√
pk
( K

∑
l=1

plAlAH
l + σ2I

)−1Ak . (3.4)

3.4 Downlink data transmission

After the first phase, the generic j-th AP has an estimate of the quantities Sk,j,

for all k = 1, . . . , K. In order to transmit data on the downlink, a ZF precoder

is considered. The precoding matrix Qk,j is designed as follows. First of all,
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the (NAP × KP)-dimensional matrix Gj = [S1,j . . . SK,j] is built; then, we have

Qk,j = (GH
j Gj)

−1Sk,j. (3.5)

Finally, each precoding matrix is normalized as follows:

Qk,j =
Qk,j√

tr(Qk,jQ
H
k,j)

, (3.6)

∀k = 1, . . . , K, ∀j = 1, . . . , J.

The previously described beamforming matrix requires a FD implementa-

tion, which presumes the use of a number of RF chains equal to the number

of transmit antennas. It is well-known that at mmWave frequencies hard-

ware complexity constraints usually prevent the use of FD architectures, and

thus HY beamforming structures have been proposed, where a number of RF

chains NRF
AP < NAP is used. Here, we exploit the Block Coordinate Descent al-

gorithm [36] in order to decompose our beamformer in the cascade of a FD

(baseband) one, represented by a (NRF
AP × P)-dimensional matrix and of an

analog one, represented by a (NAP × NRF
AP)-dimensional matrix whose entries

have all constant norm. While the baseband beamformer is MS-dependent,

the analog beamformer at the AP is unique and is used for transmitting to all

the users. In particular, at the generic j-th AP, the following matrix, of dimen-

sion NAP × KP, is formed6

Qopt
j =

[
Q1,j, . . . , QK,j

]
, (3.7)

and used as an input to the algorithm 1 in order to obtain the NAP × NRF
AP

matrix QRF
j and the NRF

AP × KP matrix

QBB
j =

[
QBB

1,j , . . . , QBB
K,j

]
,

6In the UC approach, to be detailed in the following, the matrix Qopt
j is formed using the

beamformers relative to the MS actually served by the j-th AP.
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containing the MS-specific baseband beamformers to be used at the j-th AP.

At the generic j-th AP, we will thus have as many digital beamformers as

the MSs to transmit to, and only one analog beamformer, that will be used

to transmit jointly to all the users. Although we are here considering, for

the sake of simplicity, only one single frequency, it should be noted that with

a multicarrier modulation a single analog beamformer must be used for all

the subcarriers, or, if complexity permits, for each properly defined subset of

contiguous subcarriers [36].

3.4.1 The CF approach

In this case, all the APs serve all the MSs, so the transmitted signal from the

j-th AP in the n-th sample interval is:

sCF
j (n) =

K

∑
k=1

√
ηj,kQk,jx

DL
k (n), (3.8)

where xDL
k (n) is the data symbol intended for the k-th MS, and ηj,k is a scalar

coefficient taking into account the power used by the j-th AP to transmit to-

wards the k.th MS. The k− th MS receives the following (NMS× 1)-dimensional

vector:

yCF
k (n) =

J

∑
j=1

HH
k,js

CF
j (n) + zk(n) =

=
J

∑
j=1

√
ηj,kHH

k,jQk,jx
DL
k (n)+

+
K

∑
l=1,l 6=k

J

∑
j=1

√
ηj,lHH

k,jQl,jx
DL
l (n) + zk(n),

(3.9)

where zk(n) is the additive thermal noise distributed as CN (0, σ2
z ). A soft

estimate of the k-th MS data symbol is thus formed as

x̂DL,CF
k (n) = LH

k yCF
k (n). (3.10)
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3.4.2 The UC approach

In this case the APs are assumed to serve a pre-determined, fixed number of

MSs, say N; in particular, we assume that the generic j-th AP serves the N

MSs whose channels have the largest Frobenious norms. We denote by K(j)

the set of MSs served by the j-th AP. Given the sets K(j), for all m = 1, . . . , M,

we can define the set J (k) of the APs that communicate with the k-th user:

J (k) = {j : k ∈ K(j)}. (3.11)

In this case the transmitted signal from the j-th AP is written as:

sUC
j (n) = ∑

k∈K(j)

√
ηj,kQk,jx

DL
k (n). (3.12)

The received signal at the k-th MS is expressed now as:

yUC
k (n) =

J

∑
j=1

HH
k,js

UC
j (n) + zk(n) =

= ∑
j∈J (k)

√
ηj,kHH

k,jQk,jx
DL
k (n)+

+
K

∑
l=1,l 6=k

∑
j∈J (l)

√
ηj,lHH

k,jQl,jx
DL
l (n) + zk(n),

(3.13)

As before the NMS-dimensional vector zk(n) represents the thermal noise at

the k-th MS, and it is modeled as i.i.d. CN (0, σ2
z ). Then it is possible to obtain

a soft estimate of the data symbol xDL
k (n) at k-th MS as:

x̂DL,UC
k (n) = LH

k yUC
k (n). (3.14)

Given the above equations, and assuming the use of Gaussian distributed

long codewords, it is now possible to write down the achievable rate for the

k-th user in the UC approach as follows:

Rk = B log2 | I + R−1
k Ak,kAH

k,k | , (3.15)



Chapter 3. Cell-Free Massive MIMO at mmWave frequncies 33

where

Ak,l = ∑
j∈J (k)

√
ηj,lLH

k HH
k,jQl,j . (3.16)

and

Rk = ∑
l 6=k

Ak,lAH
k,l + σ2

z LH
k Lk , (3.17)

is the covariance matrix of the interference in the signal received at the k-th

MS. Now, some algebraic manipulations are needed in order to express the

achievable rate Rk in (3.15) in a form that permits solving the optimization

problems considered in Sections 3.6 and 3.7. By letting:

Bk,l,j = LH
k HH

k,jQl,j =⇒ Ak,l = ∑
j∈J (k)

√
ηj,lBk,l,j (3.18)

the covariance matrix (3.17) can be rewritten as

Rk = ∑
l 6=k

∑
j∈J (l)

∑
j′∈J (l)

√
ηj,lηj′,lBk,l,jBH

k,l,j′+

+ σ2
z LH

k Lk ,
(3.19)

thus implying that the rate for the k-th MS can be expressed as:

Rk = B log2

∣∣∣∣I + R−1
k ∑

j,j′

√
ηj,kηj′,kBk,k,jBH

k,k,j′

∣∣∣∣ (3.20)

Finally, exploiting the fact that the determinant of the product of two matrices

factorizes into the product of determinants, we have:

Rk = B log2

∣∣∣∣∣σ2
z LH

k Lk +
K
∑
l

∑
j

∑
j′

√
ηj,lηj′,lBk,l,jBH

k,l,j′

∣∣∣∣∣︸ ︷︷ ︸
g1(η)

− Blog2

∣∣∣∣∣σ2
z LH

k Lk +
K
∑

l 6=k
∑
j

∑
j′

√
ηj,lηj′,lBk,l,jBH

k,l,j′

∣∣∣∣∣︸ ︷︷ ︸
g2(η)

,

(3.21)

where the vector η is a compact notation to denote the set of all the downlink
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transmit powers ηj,k, for all the values of k and m. All previous formulas

concern the UC approach but they can be extended to the CF approach with

ordinary efforts.

3.5 Uplink data transmission

The third phase of the communication protocol amounts to uplink data trans-

mission. We denote by xUL
k (n) the P-dimensional data vector to be transmitted

by the k-th MS in the n-th sample time; the corresponding signal received at

the j-th AP is expressed as:

yj(n) =
K

∑
k=1

√
η̃kHk,jLkxUL

k (n) + wj(n) (3.22)

where η̃k =
PUL

t,k

tr(LH
k Lk)

, and PUL
t,k is the uplink transmitted power by the k-th

MS.

CF approach

in this case, each AP forms the following statistic, ∀k:

ỹm,k(n) = QH
k,jyj(n) , (3.23)

wherein now the ZF beamformer Qk,j previously defined is used as a post-

coder. Then each AP sends to the CPU the vectors ỹm,k(n) via the backhaul

link, and the CPU forms the following soft estimate of the data vectors trans-

mitted by th k-th MS:

x̂UL
k (n) =

J

∑
j=1

ỹm,k(n), k = 1, . . . , K. (3.24)

Plugging (3.22) and (3.23) into (3.24) it can be checked that the signal contri-

butions associated to the data-symbol xUL
k (n) are coherently summed.
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UC approach

in this case the signal transmitted by the k-th MS is decoded only by the APs

belonging to the set J (k). Accordingly, the CPU performs the following soft

estimate:

x̂UL,UC
k = ∑

j∈J (k)
ỹj,k(n), k = 1, . . . , K, (3.25)

Substituting (3.22) and (3.23) into (3.25), we get:

x̂UL,UC
k = ∑

j∈J (k)
QH

k,j
√

η̃kHk,jLkxUL
k (n)+

+
K

∑
l=1,l 6=k

√
η̃l ∑

j∈J (k)
QH

k,jHl,jLjxUL
j (n)+

+ ∑
j∈J (k)

QH
k,jwj(n) .

(3.26)

Given the above equation, the achievable rate for the k-th MS can be easily

shown to be expressed in the UC case as

R̃k =B log2

∣∣∣∣∣∣I + η̃kR−1
k

 ∑
j∈J (k)

BH
k,k,j

 ∑
j∈J (k)

Bk,k,j

∣∣∣∣∣∣ , (3.27)

wherein the interference covariance matrix now is written as

Rk = ∑l 6=k η̃l

(
∑j∈J (l) BH

l,k,j

)(
∑j∈J (l) Bl,k,j

)
+σ2

wcard(J (k)) ,

(3.28)

with card(·) denoting cardinality. The above expression can be used also for

the CF case by letting J (k) = {1, 2, . . . , J}, for all k = 1, . . . , K.
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3.6 Global Energy Efficiency Maximization

In this section we address the problem of power control for energy efficiency

maximization considering both the downlink and the uplink channel of the

described cellular network. The downlink case is treated in the coming Sec-

tion 3.6.1, while the uplink scenario is dealt with in Section 3.6.2.

3.6.1 Downlink power control

Mathematically the problem is formulated as the optimization program:

max
η

K
∑

k=1
Rk(η)

J
∑

j=1

[
∑

k∈K(j)
δηj,k + Pc,j

] (3.29a)

s.t. ∑
k∈K(j)

ηj,k ≤ Pmax,j, ∀j = 1, . . . , J (3.29b)

ηj,k ≥ 0, ∀j = 1, . . . , J, k = 1, . . . , K (3.29c)

where Pc,j > 0 is the circuit power consumed at AP m, δ ≥ 1 is the inverse of

the transmit amplifier efficiency, and Pmax,j is the maximum transmit power

from AP m; η is a KM× 1 vector containing all the transmit power of all AP.

Problem (3.29) is challenging due to its fractional objective, which has a

non-concave numerator. This prevents the direct use of standard fractional

programming methods such as Dinkelbach’s algorithm to solve (3.29) with

affordable complexity. In addition, another issue is represented by the large

number of optimization variables, i.e. KM. To counter both issues, we resort

to the successive lower-bound maximization method, introduced in [37]7 (it

has already been used in other publications, [38] and [39]), and whose details

are summarized in the Appendix A. So, in brief, this method tackles (3.29)

by alternatively optimizing the transmit powers of each AP, while keeping

the transmit powers of the other APs fixed. However, as it will be shown,

7In [37] the method is termed successive upper-bound minimization since there the focus
is on minimization problems.
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even with respect to the transmit powers of a single AP, the global energy

efficiency problem remains challenging and for this reason, each subproblem

is tackled by means of sequential optimization, as described next. Consider

thus problem (3.29) and define the variable blocks ηj =
{

ηj,k
}

k=1,...,K, for the

CF case, and ηj =
{

ηj,k
}

k∈K(j), for the UC case; the vector ηj is K-dimensional

in the CF case, while in the UC approach it will contain N entries, i.e. the

powers to be used to communicate with the MSs in the set K(j). The global

energy efficiency maximization problem with respect to the j-th variable block

refers to the maximization, with respect to ηj of the quantity

K
∑

k=1
Rk(ηj,η−j)

J
∑

j=1

[
∑

k∈K(j)
δηj,k + Pc,j

] , (3.30)

with η−j representing the set of all the APs’ transmit powers except the ones

in ηj. It can be easily seen that the numerator of the global energy efficiency

is not concave even with respect to only the variable block ηj. In particu-

lar, (3.30) has a non-concave numerator, since Rk(η), which depends on all

transmit powers of the base stations, is the difference of two logarithmic func-

tions with the powers ηj of AP m appearing in both logarithmic terms, and

the difference of two logarithms is in general not concave. This means that

(3.29) can not be solved with affordable complexity by either standard convex

optimization nor fractional programming tools. Therefore, plain alternating

maximization is not suitable, which motivates the use of the successive lower-

bound maximization method. To this end, let us observe that each summand

at the numerator of the global energy efficiency can be expressed as the differ-

ence between the functions g1 and g2 defined in (3.21). At this point we offer

the following result.

Lemma 1. Both functions g1 and g2 in (3.21) are concave in ηj

Proof. As a first step, let us show that the function f : (x, y) ∈ {R+
0 ×R+

0 } →√
xy ∈ R+

0 is jointly concave in (x, y). To this end, the Hessian of f can be
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written as

H =
1
4

(
−x−3/2y1/2 x−1/2y−1/2

x−1/2y−1/2 −x1/2y−3/2

)
, (3.31)

which can be seen to be negative-semidefinite, since its determinant is zero

and the elements on the diagonal are non-positive.

Next, we observe that both g1 and g2 in (3.21) are obtained by composing

the function f with the log2|(·)| function of positive-definite argument. Then,

the result follows recalling that the function log2|(·)| is matrix-concave and

matrix-increasing over the set of positive-semidefinite matrices [40, Section

3].

Based on Lemma 1, we argue that (3.21) is the difference between two con-

cave function. Thus, recalling that any concave function is upper-bounded by

its first-order Taylor expansion around any given point ηj,0, a concave lower-

bound ofRk can be obtained as:

Rk = g1(ηj)− g2(ηj)

≥ g1(ηj)− g2(ηj,0)−∇T
ηj

g2 |ηj,0 (η − ηj,0)

= Rk(η − ηj,0).

(3.32)

Then, a suitable approximate problem for the implementation of the sequen-

tial optimization method is

max
ηj

K
∑

k=1
Rk(ηj,ηj,0,η−j)

δ
J

∑
j=1

∑
k∈K(j)

ηj,k + Pc

(3.33a)

s.t. ∑
k∈K(j)

ηj,k ≤ Pmax,j (3.33b)

ηj,k ≥ 0, k = 1, . . . , K (3.33c)
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Algorithm 2 Sequential algorithm for GEE maximization

1: set i=0;
2: choose any feasible η1, . . . ,ηJ ;
3: repeat
4: for j = 1, . . . , J do
5: for k = 1, . . . , K do
6: choose any feasible ηj,0;
7: Solve (3.33) by Dinkelbach’s algorithm and call η∗j the solution;
8: update ηj,0: ηj,0 = η∗j
9: end for

10: end for
11: until convergence

It can be seen that Problem (3.33) fulfills the three properties P1, P2 and P3 of

the sequential method detailed in the Appendix A8. Moreover, the numerator

of the objective is now concave, which enables the use of fractional program-

ming tools to globally solve (3.33), such as the popular Dinkelbach’s algo-

rithm [31]. The overall power control procedure is formulated as in Algorithm

2 and, based on the properties of the successive lower-bound maximization

method reviewed in the Appendix A, we can state the following result.

Proposition 1. Algorithm 2 monotonically improves the global energy efficiency

value after each iteration and converges to a first-order optimal point of the original

global energy efficiency maximization problem in (3.29).

An alternative definition for the GEE on the downlink

The definition of the global energy efficiency reported in (3.29) considers a

circuit power consumption that does not depend on the transmit power used

by each base station. However, a base station that does not transmit will con-

sume a lower circuit power, since it will switch to idle mode. We stress that

such a circumstance can arise when maximizing the energy efficiency, since

8The first-order Taylor expansion and its derivative coincide with the function and with its
derivative when evaluated at the center of the expansion
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the marginal increase to the system achievable rate granted by their activa-

tion is overweighted by the increased network power consumption. To ac-

count for this circumstance, the terms Pc,j can be further detailed to depend

on the actual used transmit power, namely defining for all j = 1, . . . , J,

Pc,j = P̃c,j(1[PT(j) > 0] + 0.5(1− 1[PT(j) > 0])) (3.34)

where PT(j) = ∑k ηj,k is the power radiated by the j-th AP and 1[PT(j) > 0]

is the indicator function of the set [PT(j) > 0], being 1 when PT(j) > 0 and

0 otherwise. According to (3.34), we assume that the circuit power consump-

tion, equal to P̃c,j when the AP is active, is halved when it does not radiate any

power.

While this more sophisticated power consumption model accounts for

the lower circuit power consumption of idle access points, it leads to a non-

differentiable global energy efficiency function, due to the presence of the

indicator function I in (3.34). In this case Algorithm 2 is still guaranteed to

monotonically increase the global energy efficiency value after each iteration,

but no first-order optimality can be guaranteed upon convergence, owing to

the non-differentiability of (3.34). Nevertheless, we should remark that it is

also possible to approximate the indicator function in (3.34) by a smooth func-

tion, such as a sigmoid, thus recovering the first-order optimality property of

the algorithm.
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3.6.2 Uplink power control

With regard to the uplink, the problem of global energy efficiency maximiza-

tion is formulated as the optimization program:

max
η

K
∑

k=1
R̃k(η̃1, . . . , η̃K)[

∑K
k=1 δη̃k + P̃c,k

] (3.35a)

s.t. η̃ktr(LH
k Lk) ≤ PT,max, ∀k = 1, . . . , K (3.35b)

η̃k ≥ 0, ∀k = 1, . . . , K , (3.35c)

where PT,max denotes the maximum transmit power for the MSs9. It is easy to

realize that the optimization problem (3.35) has the same structure as (3.29),

thus implying that it can be solved by using the same procedure that has been

developed for the downlink. It is also worth noting that while in the downlink

the number of variables to be optimized is JK in the CF case and JN in the UC

case, for the uplink only K transmit powers are to be optimized, thus implying

that the power optimization is much less computationally intensive on the

uplink than on the downlink.

3.7 Sum-rate maximization

While the main focus of this work is on the maximization of the global en-

ergy efficiency function, it should be emphasized that the same approach can

be adopted also for sum-rate maximization, which can be tackled as a special

case of global energy efficiency maximization. Nonetheless, as detailed in the

following, there are instances, when perfect channel state information (CSI)

is available, in which the sum-rate maximization algorithm reduces to a stan-

dard convex optimization problem. Specifically, the global energy efficiency

function reduces to the sum-rate function upon plugging δ = 0 and Pc = 1

in (3.29a). Thus, in principle, sum-rate maximization can be performed by

9For the sake of simplicity this power is assumed to be the same for all the MSs; this as-
sumption however can be easily relaxed.
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applying the simplified version of Algorithm 2 wherein standard convex op-

timization routines can be used to solve Problem (3.33) when µ = 0 and Pc = 1

in each iteration10.

Nevertheless, sum-rate maximization has one peculiarity that should be

highlighted with respect to the global energy efficiency maximization sce-

nario. With reference to the case in which perfect CSI is available, it is possible

to consider the ZF precoder

Rk = σzLH
k Lk =

NMS

P
σzI , (3.36)

thus removing multi-user interference. As a result, the sum-rate function sim-

plifies to:

K

∑
k=1
Rk =

K

∑
k=1

B log2

∣∣∣I +(NMS

P
σ2

z I
)−1

∑
j,j′∈J (k)

√
ηj,kηj′,kCk,j,j′

∣∣∣ (3.37)

where Ck,j,j′ is:

Ck,j,j′ = LH
k HH

k,jQk,jQ
H
k,j′Hk,j′Lk , (3.38)

which is a concave function by virtue of Lemma 1. In this case, since the

sum-rate is already concave and can be globally maximized with polynomial

complexity by using standard convex programming theory.

10Note that when µ = 0 and Pc = 1, (3.33) is no-longer a fractional program.
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3.8 Performance analysis

3.8.1 Simulation setup

We start by defining the used channel model for generating the matrices Hk,j.

According to the widely used clustered channel model for mmWave frequen-

cies (see [34] and references therein), Hk,j can be expressed as

Hk,j=γ
Ncl

∑
i=1

Nray

∑
l=1

αi,l

√
L(ri,l)aAP(θ

AP
i,l,k,j)a

H
MS(θ

MS
i,l,k,j) + HLOS, (3.39)

where Ncl is the number of clusters, Nray is the number of rays that we con-

sider for each cluster, γ is a normalization factor defined as

√
NAPNMS

Ncl Nray
, HLOS

is the line-of-sight (LOS) component, αi,l is the complex path gain distributed

as CN (0, 1), so that its amplitude is Rayleigh-distributed, L(ri,l) is the atten-

uation related to the path (i, l), aAP and aMS are the array responses at the

j-th AP and at the k-th MS, respectively, and they depend on the angles of ar-

rival and departure, θAP
i,l,k,j and θMS

i,l,k,j, relative to the (i, l)-th path of the channel

between the k-th MS and the j-th AP. The path-loss is defined as [41]

L(r) = −20 log10

(
4π

λ

)
− 10n log10(r)− Xσ, (3.40)

wherein r is the distance between the transmitter and the receiver, n is the

path loss exponent, Xσ is the shadow fading term in logarithmic units with

zero mean and σ2-variance and f0 is a fixed frequency (see also table 3.1). The

HLOS in (3.39) is written as11

HLOS = I(d)
√

NAPNMSejη
√

L(d)aAP(θ
AP
LOS)a

H
MS(θ

MS
LOS). (3.41)

In the above equation, η ∼ U (0, 2π), I(d) is a 0-1 random variate indicat-

ing if a LOS link exists between the transmitter and the receiver, and d is the

11For the ease of notation we omit the subscript k, m.
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TABLE 3.1: Parameters for Pathloss model

Scenario Model Parameters
UMi Street Canyon LOS n=1.98, σ=3.1 dB

UMi Street Canyon NLOS n=3.19, σ=8.2 dB
UMi Open Square LOS n=2.89, σ=7.1 dB

UMi Open Square NLOS n=1.73, σ=3.02 dB

transmitter-receiver distance, measured in meters. Denoting by p the proba-

bility that ILOS(d) = 1, we have, for the UMi (Urban Microcellular) scenarios

[42]:

p = min
(

20
d

, 1
)
(1− e−

d
39 ) + e−

d
39 . (3.42)

As for the number of scatterers and their positions, it should be said that,

while usually for every AP-MS pair, a random and independently generated

set of scatterers is considered to contribute to the channel matrix (3.39). There-

fore, in this case, in order to model the possible channel correlation when the

devices are closely spaced, we consider the same set of scatterers for the gen-

eration of all the channels. In particular, we assume that, in the considered

area, there is a given number of random clusters, each one contributing with

three rays12. Given these clusters, in order to generate the generic channel Hk,j

between the k-th MS and the j-th AP, we consider as active only those clusters

falling in an ellipse built around the position of the MS and the AP (see Fig.

3.2). In this way, on one hand we exclude far clusters from contributing to the

channel, while, on the other hand, we are guaranteed that devices closely lo-

cated will have correlated channels since they will be affected by similar sets

of scatterers (see Fig. 3.2 for a graphical illustration).

In the following simulation we have considered a carrier frequency of f0 =

73 GHz, a bandwidth of B = 200 MHz and, with regard to the above channel

model, we have simulated the UMi Open Square scenario [42] of size 250×
250 sqm. In order to generate the correlated channels, a total of 25.000 ran-

domly deployed clusters (corresponding to a cluster density of 0.4 cluster/sqm.)

12As specified in Section 3.8, a density of 0.4 cluster/sqm. will be considered.
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FIGURE 3.2: Detail about the channel generation procedure.
For each AP-MS pair, only the scatterers falling into an ellipse
built around the locations of the AP and of the MS are consid-
ered. This way, we can account for channel correlation when
two receivers or two transmitters happen to be closely located.
As an example, in the figure, the channels between the AP and
MSs 1 and 2 will exhibit some sort of correlation, whereas the
channel between the AP and the MS3 is statistically indepen-

dent from the other channels.

has been generated. The additive white noise at the receiver has a power

spectral density of −174 dBm/Hz and the receiver noise figure has been set

to F = 6 dB. The simulated system has M = 80 APs randomly deployed in

the area to cover and equipped with an Uniform Linear Array (ULA) with

NAP = 16 antennas each. We consider both a scenario with K = 6 users, that

can be representative of a lightly-loaded network, and a scenario with K = 16,

that can be representative of a heavily-loaded scenario. We plot results for the

UC networking deployment with N = 1 and N = 3. Each MS is equipped

with and ULA with NMS = 8 antennas. Although the illustrated algorithms

enable each MS to transmit and receive multiple data-streams, a multiplexing

order of P = 1 is assumed here for the sake of simplicity. The presented results

show the global energy efficiency [Mbit/Joule] as defined in (3.29), with the

circuit power consumption expressed as in (3.34), and the achievable rate per
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user [bit/s], defined as the sum-rate (i.e. the numerator of the global energy

efficiency) divided by the number of MSs K. For benchmarking purposes,

we compare the performance achieved by the proposed power control rules

(maximizing the global energy efficiency and the sum-rate) with that achieved

by downlink uniform power control, which assumes that ηj,k = PT/K in the

CF case and that

ηj,k =


Pt

card(K(j))
, k ∈ K(j)

0, k /∈ K(j)

for the UC approach, respectively. The numerical values come from an av-

erage over 1000 independent channel scenarios as well as users and access

points locations. The convergence criterion for the proposed sequential op-

timization algorithm is based on the computation of the relative tolerance, i.e.

the norm of the difference between the current optimized vector and the op-

timized vector available at the previous iteration, divided by the norm of the

current optimized vector. The successive convex approximation routine was

directly implemented by the authors with a Matlab script, whereas the routine

for maximizing the sum-rate in the case of concave rate was fmincon. All APs

have been assumed to have the same maximum feasible transmit power Pmax

on the downlink. The transmit amplifier efficiency of each transmitter has

been assumed equal to one, i.e. δ = 1, while the hardware circuit power was

modeled according to the model in (3.34) for each AP, with P̃c,j = 1 W, for all

j = 1, . . . , J. For the uplink, we instead used P̃c,k = 0.3 W, for all k = 1, . . . , K.

In the figures, the dashed line represent the results obtained by means of op-

timization procedure, instead, the solid line (it has not been reported in the

legend in order to avoid a redundancy), with the same color, represent the

case of uniform power allocation.

3.8.2 Numerical results

Fig. 3.3 compares the global energy efficiency value versus Pmax achieved

by the proposed global energy efficiency-maximizing power control scheme
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(labeled as OPT), considering the UC approach in the following scenarios:

• Perfect CSI and FD beamforming.

• Perfect CSI and HY beamforming, with 4 RF chains used in the BCD-SD

HY beamforming algorithm.

• Imperfect CSI and FD beamforming, with pilot sequences of length τp =

64 and uplink transmit power of 100 mW.

• Imperfect CSI and HY beamforming, with pilot sequences of length τp =

64 and uplink transmit power of 100 mW, with 4 RF chains used in the

BCD-SD HY beamforming algorithm.

The plot on the left refers to the UC rule wth N = 1, while on the right we have

the case N = 3. Fig. 3.4 considers the same setting as Fig. 3.3 but reports the

downlink average rate per user achieved by the proposed rate-maximizing

power control scheme (labeled as OPT). Figs. 3.5 and 3.6 report the same re-

sults as Figs. 3.3 and 3.4, respectively, with the difference that they refer to

the highly-loaded scenario, i.e. with K = 16 users. Inspecting the figures,

several considerations can be made. First of all, we see that the proposed

power optimization method provides better performance than the uniform

power allocation scheme. This is not always true for the case with imperfect

CSI (see plot on the top in Fig. 3.5), as a consequence of the fact that, in the

imperfect CSI case, the optimization step was performed using the estimated

channels, while the plotted curve represents the true global energy efficiency,

computed using the real channel coefficients. In other words, as far as the im-

perfect CSI scenarios are concerned, the metric that is optimized is different

from the metric that is plotted. Next, as expected, we notice that FD beam-

forming and the availability of perfect CSI lead to better performance with

respect to the practical situation that imperfect CSI and HY beamforming is to

be accounted for. For instance, focusing on the plot on the left in Fig 3.4 and

considering a maximum transmit power of 0 dBW, the average rate-per-user

drops from 2.65 Gbit/s of the ideal case to 1.65 Gbit/s, for the case in which
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both HY beamforming and ICSI are taken into account. Further, when com-

paring the lightly-loaded scenario with the highly-loaded one, we see that the

system global energy efficiency does not dramatically change in the two sit-

uations, while, conversely, in a heavily-loaded system with HY beamforming

and incomplete CSI the average rate-per-user at 0dBW of maximum transmit

power is approximately equal to 500 Mbit/s, with about 60% loss with respect

to the average rate-per-user attainable in a lightly loaded scenario. A peculiar

behavior that is observed in Figs. 3.4 and 3.6 is that in the case of perfect CSI

with FD beamforming with N = 1, the uniform and optimal power allocation

schemes achieve the same performance. This is due to the fact that the rate

is an increasing function of the total available power Pmax and so, when only

one user needs to be served, uniform power allocation coincides with the rate-

maximizing power allocation strategy. Instead, this behavior is not observed

in Figs. 3.3 and 3.5, where a visible gap is present between the performance

with uniform power allocation and with the optimized power allocation also

when N = 1. This is expected because, unlike the rate, the global energy

efficiency is not monotonically increasing with Pmax.

Next, Fig. 3.7 shows the CDFs for the rate-per-user in case of FD and HY

beamforming, respectively, considering Pmax = 0 dBW and the lightly loaded

scenario. Again the two situations N = 1 and N = 3 are examined. The

curves confirm the findings previously commented. Additionally, it can be

seen that for the practical case of incomplete CSI and HY beamforming the

scenario with N = 1 provides much better performance than the one with

N = 3 for the vast majority of the users, i.e. it appears to be convenient to

have each AP serve just one user than 3 users, except than when considering

the unlucky users that happen to be situated on the left tail of the rate-per-user

distribution. This behavior can be explained by noticing that in the considered

setting, where M >> K, the majority of the MSs has in its neighborhood

several APs, and letting these APs dedicate their own resources to only MS

results in overall increased performance.

Finally, we turn our attention to the performance of the uplink channel.

Fig. 3.8 reports the average uplink rate-per-user versus the uplink transmit
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power. No power control is performed here. Again, the scenarios N = 1 and

N = 3 are considered. From the figure, it is seen that also for the uplink the

rate is a clearly increasing function of the transmit power only in the ideal case

of perfect CSI and fully digital beamforming, while, in the other situations, a

saturation effect is observed. Results also show that, when focusing on the

practical scheme with incomplete CSI and HY beamforming the case N = 1

provides better results than the case N = 3. In particular, assuming an uplink

transmit power of -10dBW a data-rate of about 1.2 Gbit/s can be achieved for

the case N = 1, versus a data-rate of about 600 Mbit/s for the case N = 3.

Again, this behavior can be explained by noticing that in a scenario with a

dense AP deployment each MS is sorrounded by several APs, and it is better

to let each AP to focus its own resourced on just one MS rather then letting

the AP to share its resources among multiple MSs.
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FIGURE 3.3: Global Energy Efficiency with fully-digital (FD)
and hybrid beamforming (HY) versus maximum transmit
power. On the top we have the case N=1 and on the bot-
tom the case N=3. System parameters: M = 80, K = 6,

NAP × NMS = 16× 8, P = 1, δ = 1, Pc = 1 W.
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FIGURE 3.4: Average Achievable Rate-per-user with fully-
digital (FD) and hybrid beamforming (HY) versus maximum
transmit power. On the top we have the case N=1 and on the
bottom the case N=3. System parameters: M = 80, K = 6,

NAP × NMS = 16× 8, P = 1.



Chapter 3. Cell-Free Massive MIMO at mmWave frequncies 52

-40 -30 -20 -10 0 10 20

Maximum Transmitted Power [dBW]

0

20

40

60

80

100

120

140

160

180

200

G
E

E
 [

M
b

it
/J

o
u

le
]

PCSI/UC FD UNI

ICSI/UC FD UNI

PCSI/UC HY UNI

ICSI/UC HY UNI

PCSI/UC FD OPT

ICSI/UC FD OPT

PCSI/UC HY OPT

ICSI/UC HY OPT

-40 -30 -20 -10 0 10 20

Maximum Transmitted Power [dBW]

0

20

40

60

80

100

120

140

160

180

200

G
E

E
 [

M
b

it
/J

o
u

le
]

PCSI/UC FD UNI

ICSI/UC FD UNI

PCSI/UC HY UNI

ICSI/UC HY UNI

PCSI/UC FD OPT

ICSI/UC FD OPT

PCSI/UC HY OPT

ICSI/UC HY OPT

FIGURE 3.5: Global Energy Efficiency with fully-digital (FD)
and hybrid beamforming (HY) versus maximum transmit
power. On the top we have the case N=1 and on the bot-
tom the case N=3. System parameters: M = 80, K = 16,

NAP × NMS = 16× 8, P = 1, δ = 1, Pc = 1 W.
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FIGURE 3.6: Average Achievable Rate-per-user with fully-
digital (FD) and hybrid beamforming (HY) versus maximum
transmit power. On the top we have the case N=1 and on the
bottom the case N=3. System parameters: M = 80, K = 16,

NAP × NMS = 16× 8, P = 1.
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FIGURE 3.7: CDF of rate-per-user with fully-digital (FD) and
hybrid beamforming (HY). On the top we have the case N=1
and on the bottom the case N=3. System parameters: M = 80,
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fully-digital (FD) and hybrid beamforming (HY) versus trans-
mitted power. On the top we have the case N=1 and on the
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NAP × NMS = 16× 8, P = 1.
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Chapter 4

Cell-Free and Distributed

MIMO in Industry 4.0

Referred article "Distributed and Cell-Free Massive MIMO Architectures for

URLLC in Indoor Factory Environments" submitted to IEEE Open Journal of

the Communications Society.

4.1 Introduction

In the recent past, the use of wireless communications in factory automa-

tion has attracted a lot of interest in the scientific community [43]–[46]. In-

deed, using wireless links permits avoiding the installation and maintenance

of the network cables, providing increased robusteness and greater flexibil-

ity. Wireless factory automation is thus one of the most important use-cases

of the fifth-generation (5G) of mobile networks [44]. 5G systems have to sat-

isfy specific requirements such as low latency, high reliability, and availabil-

ity. This has led to the concept of ultra reliable low latency communications

(URLLC) [47], [48], which are instrumental to the development of new appli-

cations such as autonomous driving, remote control of drones, and wireless

control of actuators (ACs) in factories. To this end, the 3rd Generation Part-

nership Project (3GPP) has already defined different indoor industrial scenar-

ios, with strict requirements on the latency [49], and several research groups
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worldwide are addressing the design of URLLC systems. In [50], the au-

thors addressed the analysis in terms of coverage and capacity for different

strategies, wherein a frequency planning is used to enhance the system per-

formance. In [51] the authors show that in industrial scenarios, with focus on

URLLC and on traffic analysis, network slicing can be a good strategy to sat-

isfy different requirements given by both low-latency and high data rates. In

[52] the authors demonstrate that, in industrial applications, under suitable

hypotheses such as the deterministic traffic pattern, it is possible to shorten

the size of OFDM preamble to reduce the latency, by adopting techniques for

packet detection of OFDM signals. In [53] the authors addressed the problem

of resource allocation of short packet transmission for factory scenarios by

comparing four different transmission schemes, orthogonal multiple access

(OMA), non-orthogonal multiple access (NOMA), relay-assisted transmission

and cooperative NOMA (C-NOMA) transmission. Under suitable constraints,

the authors described an optimization problem aimed to jointly optimize the

blocklength and power allocation to minimize the decoding error probabil-

ity. In [54], the authors considered a scenario wherein the Access Points (APs)

form a distributed multiantenna system, to communicate with the active ACs

in the factory. The small scale fading was modeled as the common Rayleigh

fading, instead, a path-loss model for industrial scenario was used [55]. They

analyzed the performance in term of SINR, for different deployments, dif-

ferent beamforming, in case of equal and optimal power allocation [56]. In

[7], the authors carried out the analysis regarding the Distributed MIMO (D-

MIMO) systems for industrial scenarios, by exploiting a more realistic 3GPP

compliant spatial channel model [57]. The authors taken into account the

small scale fading model, in conjunction with a path-loss model defined in

[55]. It is shown in the paper that by using a distributed multiantenna archi-

tecture it is possible to improve the network reliability. In particular, the au-

thors addressed the problem of Link Adaptation (LA), considering the block

error rate (BLER) as KPI and evaluating different transmission modes, beam-

formers, with varying number of APs and ACs. They focused their attention

to a target BLER of 10−5, which is an extremely low value, required in the
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URLLC.

In this work, we study transmission modes in a distributed antenna set-

ting for industrial scenarios. We will exploit a recent network architecture,

the Cell-Free (CF) [14]. In CF, all the APs serve all the ACs, and all the APs

are connected through a backhaul link to a central processing units (CPU).

Nevertheless every AP performs locally channel estimation, and the chan-

nel estimates are not shared; also the beamformers are locally evaluated; this

leads to a limited usage of the backhaul link. During the downlink data trans-

mission, the CPU sends to the APs the data symbols to be sent to all ACs. In

addition to CF, it is possible to derive the User-Centric (UC), similarly to [9],

wherein each AC, based on an association rule, has to choose the APs to con-

nect to; this approach permits to reduce the amount of data to be sent through

the backhaul link. Then, in case of conjugate beamforming, a lower bound

for the Signal-to-Interference-Plus-Noise Ratio (SINR) can be evaluated in a

closed form, as in [14]. Moreover, a rate analysis will be addressed, by using

the recent Finite Block Length Capacity formula [6]. This formula takes into

account the length of the codewords and a target Bit Error Rate (BER). The

problem of power control will be also addressed, in order to maximize the

minimum SINR across users; this is extremely important when reliability is to

be privileged to peak data rates. The Time Division Duplex (TDD) protocol

will be considered, in order to exploit the reciprocity of the channel and no

channel estimation is required at the ACs.

4.2 System model

An industrial scenario represented by an indoor factory hall is considered. We

denote by K the total number of ACs equipped with a single antenna element,

by J the number of APs distributed in the factory hall, and by MTOT the total

number of antenna elements. This implies that M = MTOT/J is the number

of antennas for each AP.

We will consider the cases of
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a) centralized deployment13, corresponding to the case in which a single AP

equipped with MTOT antennas is placed at the center of the factory hall,

so that the communication infrastructure resembles a single-cell net-

work;

b) distributed deployment, corresponding to the case in which J APs equipped

with M antennas each are placed in the factory hall; in this situation the

communication infrastructure resembles a multi-cell network. The APs

are assumed to be connected to a central processing unit (CPU) through

reliable links.

We denote by hk,j the (M× 1)-dimensional uplink channel vector between

the k-th AC and the j-th AP14, defined as:

hk,j =
√

βk,jfk,j , (4.1)

where βk,j represents the large scale fading, i.e. path-loss plus shadowing,

while fk,j is the small scale fading vector, whose entries are a sequence of i.i.d.

CN (0, 1) random variates. Since the time division duplex protocol is used,

we have channel reciprocity and the downlink channel between the j-th AP

and the k-th AC is expressed as hH
k,j.

4.2.1 Transmission modes

Four different transmission modes to serve the ACs are considered in this

chapter.

1. Joint transmission (JT). All the APs serve all the ACs by using the same

time-frequency resource. In this case, the system is equivalent to a net-

work with a single AP having distributed antennas. All the compu-

tations related to the computations of the downlink beamformers are

executed in the CPU.
13This deployment is actually considered as a benchmark to enable comparison with dis-

tributed deployments.
14Clearly, for the case of centralized deployment there will be just one channel vector, hk,1,

for any k = 1, . . . , K.
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2. Single AP transmission (SAT). Each AC k is served only by one AP, whose

index is denoted by jk. A reasonable choice is to let every AC to be

served by the AP with the strongest large scale fading coefficient, i.e.

jk = arg max
j=1,2,...,J

βk,j , k = 1, . . . , K . (4.2)

SAT mode resembles a traditional wireless cellular network where each

mobile device is linked to one base station at a time.

3. Cell-Free transmission (CFT). Following the transmission scheme devel-

oped in [13], [14], in this case all the APs serve all the users like in the

JT case, but the channel estimates computed at the APs are not shared

through the CPU and the beamformers are computed locally. The CFT is

thus a simplified version of the JT since it requires smaller deployment

complexity.

4. User-Centric transmission (UCT). Following the scheme proposed in [18],

this transmission mode resembles the CFT, with the difference that now

every AC is served by a certain subset of APs. Although several AC-AP

association rules can be conceived, in this chapter we will restrict our

attention to the case in which every AC is served by a certain number,

say N, with N ≤ J, of APs. A possible strategy may be to let the k-th

AC to be served by the N APs that have the strongest large scale fading

coefficients. Otherwise stated, letting jk(1), jk(2), . . . , jk(J) a sequence of

indexes such that βk,jk(1) ≥ βk,jk(2),≥ . . . ≥ βk,jk(J), in the UCT mode the

k-th AC is served by the APs with indexes jk(1), jk(2), . . . , jk(N). We will

denote by J (k) the set of APs serving the k-th AC. Similarly, K(j) will

denote the set of ACs served by the j-th AP. Clearly, if j̃ ∈ J (k̃), then we

have k̃ ∈ K( j̃).

It is worth noting that in a centralized deployment (i.e. J = 1) all the above

transmission modes end up coincident. Additionally, it is useful to realize that

the transmission modes SAT, CFT and UCT can be treated in an unified way,

since they can be obtained through a proper definition of the sets {J (k)}K
k=1;
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in particular, we have that SAT corresponds to the choice J (k) = {jk(1)}; CFT

corresponds to the choice J (k) = {1, . . . , J}; and, finally, UCT corresponds to

the choice J (k) = {jk(1), jk(2), . . . , jk(N)}. Finally, as regards the load on the

backhaul link in distributed deployments, it is easy to realize that JT poses the

largest load on the backhaul, followed in decreasing order by CFT, UCT, and

SAT.

4.3 Transceiver processing

We now describe the needed transceiver processing for the above mentioned

transmission modes and deployment strategies.

4.3.1 Uplink training

Regardless of the transmission mode and of the deployment strategy, during

the uplink training the ACs transmit pilot sequences in order to enable chan-

nel estimation at the APs. Let T be the length (in discrete-time samples) of the

training sequences. We define by Φ ∈ CT×K the matrix containing on its k-th

column the pilot sequence sent by the k-th AC. We assume that this matrix

has orthogonal columns, with unitary norm. The received signal, Yj, at the

j-th AP is an M× T-dimensional matrix, written as:

Yj =
K

∑
k=1

√
ηUL−T

k hk,jΦ
H
:,k + Wj . (4.3)

In the above equation, ηUL−T
k = η̃UL−T

k T is the transmitted power by the

k-th AC, Φ:,k is the k-th column of Φ, Wj is the M × T-dimensional matrix

of thermal noise samples, whose entries are assumed to be i.i.d. CN (0, σ2
w)

random variates. Based on the observable (4.3) at the j-th AP, in order to

estimate the channel from the k-th AC hk,j, a projection onto the k-th pilot
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sequence is done:

y̌k,j = YjΦ:,k =
√

ηUL−T
k hk,j +

K

∑
l=1,l 6=k

√
ηUL−T

l hl,jΦ
H
:,lΦ:,k + WjΦ:,k . (4.4)

Given the M-dimensional vector y̌k,j, and, assuming that the large scale fad-

ing coefficients are known at the APs, a linear minimum mean square error

(LMMSE) estimate for the channel vector hk,j is obtained as follows:

ĥk,j =

√
ηUL−T

k βk,j

K
∑

l=1
ηUL−T

l βl,j | ΦH
:,lΦ:,k |2 +σ2

w︸ ︷︷ ︸
αk,j

y̌k,j. (4.5)

Some remarks are now in order. First of all, other channel estimation strate-

gies can be pursued. In this chapter, we will consider LMMSE estimation only

due to its simplicity and generally good performance. Next, notice that chan-

nel estimation is performed locally at each AP. For CFT and UCT and SAT,

this information is exploited locally for computing the beamformer; for the

case of JT, instead, these estimates are to be sent to the CPU.

4.3.2 Downlink transmission and beamformer choice

Let us detail now the transmitted signal model. Denoting by xk(n) the unit-

energy information symbol to be sent to the k-th AC in the n-th symbol inter-

val, and by ηk,j and qk,j the transmit power and the M-dimensional transmit

beamformer used at the j-th AP to transmit to the k-th AC, respectively. Then

the signal transmitted by the j-th AP for SAT, CFT and UCT can be generally

expressed as

sj(n) = ∑
k∈K(j)

√
ηk,jqk,jxk(n) . (4.6)
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The signal received by the k-th AC can be easily shown to be expressed as

x̂k(n) =
J

∑
j=1

hH
k,jsj(n) + zk(n)

= ∑
j∈J (k)

√
ηk,jh

H
k,jqk,jxk(n) +

K

∑
l=1,l 6=k

∑
j∈J (l)

√
ηl,jh

H
k,jql,jxl(n) + zk(n),

(4.7)

where zk(n) is the additive thermal noise distributed as CN (0, σ2).

For the case of JT, instead, denoting by ηk the overall power used to trans-

mit to AC k, the M-dimensional vector transmitted by the j-th AP in the n-th

interval is written as

sj(n) =
K

∑
k=1

√
ηkqk,jxk(n) . (4.8)

Upon letting qk = [qT
k,1, qT

k,2, . . . , qT
k,J ]

T and hk = [hT
k,1, hT

k,2, . . . , hT
k,J ]

T denote

the MTOT-dimensional overall beamformer and channel vector for AC k, the

signal received at the k-th AC can be shown to be written as

x̂k(n) = ηkhH
k qkxk(n) +

K

∑
l=1,l 6=k

ηlhH
k qlxl(n) + zk(n) . (4.9)

Deferring to the next section the discussion about the used power control

rules, we focus now on the problem of beamforming design. Several beam-

formers will be considered here.

Maximum ratio transmission (MRT)

The MRT beamformer (aka channel matched beamformer) is simply defined

as

q(MRT)
k =

ĥk

‖ĥk‖
, (4.10)

for JT mode, and as

q(MRT)
k,j =

ĥk,j

‖ĥk,j‖
. (4.11)
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for SAT, CFT, and UCT modes.

Full zero forcing (FZF)

As it is well-known, zero-forcing strategies tend to nullify the interference

contribution through projection along suitable signal subspaces. For the case

of JT, interference cancellation can take place only if K ≤ MTOT. Under this

assumption, letting Ĥ = [ĥ1, . . . , ĥK]
H be the (K×MTOT)-dimensional whole

estimated channel matrix, and defining Q = ĤH
(ĤĤH

)−1, the FZF beam-

former to be used when transmitting to the k-th AC is written as:

q(FZF)
k =

Q:,k

‖Q:,k‖
. (4.12)

The above beamformer is computed at the CPU; then it is split into J parts

with M entries each and sent to the APs.

Let us consider now the case of SAT, CFT and UCT modes. In this case,

the zero-forcing projection is to be done on M-dimensional vectors, so inter-

ference cancellation can be obtained only if K ≤ M. Under this assumption,

letting Ĥj = [ĥ1,j, . . . , ĥK,j]
H be the (K × M)-dimensional whole estimated

channel matrix at AP j, and defining Qj = ĤH
j (ĤjĤ

H
j )
−1, the FZF beamformer

to be used at the j-th AP when transmitting to the k-th AC is written as:

q(FZF)
k,j =

Qj :,k

‖Qj :,k
‖ . (4.13)

Partial zero forcing (PZF)

As discussed above, FZF beamforming is capable of nullifying the interfer-

ence only if the number of ACs is not larger than the number of antennas at the

APs. Moreover, when the number of ACs approaches the number of anten-

nas at the AP, the performance starts degrading due to the well-known noise

enhancement effect [58]. In order to avoid this effect, a compromise solution

may be to adopt a PZF beamformer, wherein every AP nulls the interference

only to a subset of the ACs in the system. A reasonable choice is to nullify the
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interference only towards the ACs to which the greatest harm is produced. In

particular, with reference to SAT, CFT and UCT modes, assuming that the k-th

AC is served by the j-th AP (i.e., k ∈ K(j)), let us denote by Nj < M, the num-

ber of ACs to be protected from the interference generated by the AP j when

transmitting to the k-th AC. The PZF beamformer for AP j and AC k can be

then obtained as follows. Consider the set {β1,j, β2,j, . . . , βK,j}−{βk,j} contain-

ing K− 1 coefficients and let k j(1), k j(2), . . . , k j(K− 1) be a sequence of indexes

such the K− 1 coefficients of the set are ordered in decreasing order. Build the

((Nj + 1) × M)-dimensional matrix Hk,j = [ĥk,j, ĥk j(1),j, ĥk j(2),j, . . . ĥk j(Nj),j]
H.

Define the matrix Qk,j = ĤH
k,j(Ĥk,jĤ

H
k,j)
−1; the PZF beamformer is finally ob-

tained as:

qk,j =
[Qk,j]:,1

‖[Qk,j]:,1‖
. (4.14)

The PZF beamformer for JT mode can be obtained through similar steps.

We omit the details for the sake of brevity.

4.4 Performance measures

As performance measures we consider the downlink SINR and the achievable

rate under the finite blocklength capacity [6].

4.4.1 SINR expressions for SAT, CFT and UCT modes

Given expression (4.7), it is easy to realize that a SINR expression for the k-th

user is:

SINRUB
k =

∣∣∣∣∣ ∑
j∈J (k)

√
ηk,jh

H
k,jqk,j

∣∣∣∣∣
2

σ2
k + ∑

l=1,l 6=k

∣∣∣∣∣ ∑
j∈J (l)

√
ηl,jh

H
k,jql,j

∣∣∣∣∣
2 . (4.15)

The superscript "UB" stands for "upper-bound". Indeed, since Eq. (4.15) de-

pends on the true channel realizations, using it into the Shannon rate formula

B log(1 + SINR), with B the communication bandwidth, leads to a rate that is
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not actually achievable, i.e. to an upper bound of the actual achievable rate

[59]. This bound becomes tight when the channel state information accuracy

improves, and for perfect channel knowledge it provides the exact value of

the achievable rate.

In practical scenarios, however, where channel estimation errors occur,

using the SINR expression in (4.15) for computing the achievable rate leads

to optimistic results not useful for conservative system design. To circum-

vent this problem, a bounding technique, known as the "use and then forget"

bound [59, Chapter 2], can be used. This bound leads to a SINR expression

that when plugged in the achievable rate Shannon formula provides a lower

bound for the achievable rate. Assuming that each AC has the knowledge of

the channel statistics, starting from (4.7), we can write:

x̂k = E

[
∑

j∈J(k)

√
ηk,jh

H
k,jqk,j

]
︸ ︷︷ ︸

Dk

xDL
k +

+

(
∑

j∈J(k)

√
ηk,jh

H
k,jqk,j −E

[
∑

j∈J(k)

√
ηk,jh

H
k,jqk,j

])
︸ ︷︷ ︸

Bk

xDL
k +

+ ∑
l 6=k

∑
j∈J(l)

√
ηk,jh

H
k,jql,j︸ ︷︷ ︸

Ik,l

xDL
l + zk

(4.16)

where Dk, Bk, and Ik,j represent the strength of desired signal, the beamform-

ing gain uncertainty, and the interference caused by the transmission to the

l-th AC, respectively. A lower bound to the SINR for the k-th AC can be thus

written as:

SINRLB
k =

|Dk|2

E

[
|Bk|2

]
+

K
∑

l=1,l 6=k
E

[
|Ik,l |2

]
+ σ2

k

(4.17)

The lower bound (4.17) holds for any beamformer. A closed form expres-

sion can be easily obtained however only for the case of non-normalized MRT

beamforming, i.e. with q(MRT)
k,j = ĥk,j.
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In this case, letting γk,j =
√

ηUL−T
k βk,jαk,j M, the SINR lower bound can be

shown to be expressed as

SINRLB
k =

(
∑

j∈J(k)

√
ηk,jγk,j

)2

K
∑

l=1
∑

j∈J(l)
ηl,jβk,jγl,j +

K
∑

l=1,l 6=k

(
∑

j∈J(l)

√
ηl,j

√
ηUL−T

k√
ηUL−T

l

βk,j
βl,j

γl,j

)2∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2 + σ2
k

.

(4.18)

The proof of expression (4.18) is reported in Appendix B. Given the fact that

non-normalized MRT beamformers are used, the total average power trans-

mitted by AP j is now expressed as

Pj = ∑
k∈K(j)

ηk,jγk,j. (4.19)

4.4.2 SINR expressions for JT mode

Given expression (4.9), and following similar steps as in the previous section,

an upper bound for the SINR can be written as:

SINRUB
k =

ηk | hH
k qk |2

σ2
k +

K
∑

l=1,l 6=k
ηl | hH

k ql |2
, (4.20)

where σ2
k is the thermal noise variance.

Similarly, a lower bound can be also derived through the "use and then

forget" bound. Indeed, starting from (4.9), we have:

x̂UC
k = ηk(E[h

H
k qk]︸ ︷︷ ︸

Dk

)xDL
k + ηk(h

H
k qk −E[h

H
k qk]︸ ︷︷ ︸

Bk

)xDL
k + ∑

l 6=k
ηl hH

k ql︸ ︷︷ ︸
Ik,l

xDL
l + zk ,

(4.21)
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which leads to the following expression

SINRLB
k =

ηk|Dk|2

ηkE

[
|Bk|2

]
+

K
∑

l=1,l 6=k
ηlE

[
|Ik,l |2

]
+ σ2

k

. (4.22)

Expression (4.22) can be given an explicit expression when non-normalized

MRT beamforming is used, i.e. when qk,j = ĥk,j. As fully detailed in Appendix

C, we thus have

SINRLB
k =

ηkγ2
k

K
∑

l=1
ηl

√
ηUL−T

l tr(BlDH
l Bk) +

K
∑

l=1,l 6=k
ηlη

UL−T
k tr2(DlBk)|ΦH

:,kΦ:,l |2+σ2
k

,

(4.23)

where Dk = blkdiag
(
αk,1IM, αk,2IM, . . . αk,JIM

)
and

Bk = blkdiag
(

βk,1IM, βk,2IM, . . . βk,JIM
)
. The total average transmitted power

is now expressed as
K
∑

l=1
ηlγl .

4.4.3 Finite Block Length Capacity

The SINR expression derived above can be used to compute upper and lower

bounds to the achievable rate. Traditionally, the rate expression is written as

Rk = B log2(1 + SINRk) where B is the bandwidth, but this formula holds

under the assumption that very long, Gaussian-distributed, codewords are

employed. When latency constraints are active, as usually happens in the

case of remote machinery control, coding schemes with short codewords are

used and the traditional rate formula does not hold any longer. In [6], the

finite block-length capacity formula was derived; in particular, letting m be

the length in symbols of the used codeword and ε the target packet-error-

rate, the k-th AC rate in the finite blocklength regime can be approximated

as

Rk ≈ B
[

log2(1 + SINRk)−

√
1

2m

(
1− 1

(1 + SINRk)2

)
Q−1(ε)

ln(2)

]
, (4.24)
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FIGURE 4.1: Achievable spectral efficiency versus SINR for the
case of finite blocklength regime and of infinitely long code-

words.

with Q−1(·) denoting the inverse Q-function. Fig. 4.1 reports the achievable

spectral efficiency (that is obtained by dividing the rate by the communica-

tion bandwidth B), for the case of finite blocklength and of infinitely long

codewords versus the SINR, assuming ε = 10−5 and m = 100. As expected,

the achievable spectral efficiency for the case of finite blocklength is smaller

than that for the case of infinitely long codewords. Moreover, for SINR values

smaller than −7.719 dB, Eq. (4.24) provides negative values: this means that

for such values of SINR it is not possible to communicate reliably given the

chosen values of ε and m, and, thus, the corresponding rate must be set equal

to zero.
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4.5 Power control rules

4.5.1 Uniform power allocation

The simplest form of power control is the uniform power allocation (UPA),

wherein each AP uniformly splits its available power budget across the ACs

it is connected to. In particular, for the case of SAT, CFT and UCT modes, de-

noting by Pmax,j the maximum power available at AP j, the power coefficients

ηk,j are expressed as

ηk,j =


Pmax,j
|K(j)| k ∈ K(j),

0 k /∈ K(j),
(4.25)

for the case in which normalized beamformers are used. If, instead, a non-

normalized MRT beamformer is used (this is indeed needed in order to be

able to obtain the lower bound SINR expression in (4.18)), then we have:

ηk,j =


Pmax,j
|K(j)|γk,j

k ∈ K(j),

0 k /∈ K(j) ; .
(4.26)

For the case of JT, instead, denoting by Pmax the maximum available power,

and assuming that normalized beamformers are used, we simply have ηk =

Pmax/K, ∀k = 1, 2, . . . , K. When a non-normalized MRT beamformer is used,

we have instead ηk =
Pmax
Kγk

.

4.5.2 Min-SINR maximum power allocation

In an industrial environment with wireless control of the machinery, it is of the

utmost importance to ensure that all the ACs can be properly controlled. Op-

timizing thus the performance of the ACs with the most unfavorable channels

is thus a crucial task. To this end, it may be helpful to allocate transmit power

in order to maximize the minimum SINR across the K ACs. Notice that, since
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the achievable rate is an increasing function of the SINR15, this strategy also

maximizes the minimum of the ACs’ rates.

SAT, CFT and UCT modes

For SAT, CFT, and UCT modes, the k-th AC SINR expression (4.18) can be

written as

SINRk =

(
∑

j∈J(k)

√
ηk,jak,j

)2

K
∑

l=1
∑

j∈J(l)
ηl,jb

(k)
l,j +

K
∑

l=1,l 6=k

(
∑

j∈J(l)

√
ηl,jc

(k)
l,j

)2

ϕk,l + σ2
k

. (4.27)

with suitable definitions of the coefficients ak,j, b(k)l,j and c(k)l,j , and ϕk,l =

∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2
The k-th AC SINR expression in (4.15) can be also represented as in (4.27) as-

suming c(k)l,j = 0 ∀l, j, k, and b(k)l,j = 0 when l = k. Let us focus for the moment

on the SINR lower bound expression in (4.18).

Letting P =
{

ηk,j : j ∈ J (k), ∀k = 1, . . . , K
}

be the set of unknown powers

to be optimized, the following problem can be considered

max
P

min
k=1,...,K

(
∑

j∈J(k)

√
ηk,jak,j

)2

K
∑

l=1
∑

j∈J(l)
ηl,jb

(k)
l,j +

K
∑

l=1,l 6=k

(
∑

j∈J(l)

√
ηl,jc

(k)
l,j

)2

ϕk,l + σ2
k

,

subject to:


ηk,j ≥ 0 , k = 1, . . . , K j = 1, . . . , J ,

∑
k∈K(j)

ηk,jγk,j ≤ Pmax,j , j = 1, . . . , J .

(4.28)

Introducing the new variables pk,j ,
√

ηk,j, εl,k ,
(

∑
j∈J(l)

pl,jc
(k)
l,j

)2

, and δ
(k)
j ,

∑
l∈K(j)

p2
l,jb

(k)
l,j , and lettingQ =

{
ηk,j : j ∈ J (k), ∀k = 1, . . . , K

}
∪
{

δ
(k)
j : j = 1, . . . , J

}
∪

15This is also true for the rate expression in (4.24), provided that the negative values of the
rates in the low SINR region are substituted by zero.
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{
εl,k : l, k ∈ {1, . . . , K}2, l 6= k

}
the new set of variables to be optimized, prob-

lem (4.28) can be equivalently re-written as16



max
Q

min
k=1,...,K

(
∑

j∈J(k)
pk,jak,j

)2

J

∑
j=1

δ
(k)
j +

K

∑
l=1,l 6=k

εl,k ϕk,l + σ2
k

,

subject to:



pk,j ≥ 0 , k = 1, . . . , K j = 1, . . . , J ,

∑
k∈K(j)

p2
k,jγk,j ≤ Pmax,j , j = 1, . . . , J , ∑

j∈J(l)
pl,jc

(k)
l,j

2

≤ εl,k , ∀l 6= k ,

∑
l∈K(j)

p2
l,jb

(k)
l,j ≤ δ

(k)
j , j = 1, . . . , J .

(4.29)

Now, it is easy to realize that the objective function in (4.29) is quasi-concave.

To see this, notice that for any t > 0, the upper level set described by the

inequality (
∑

j∈J(k)
pk,jak,j

)2

J

∑
j=1

δ
(k)
j +

K

∑
l=1,l 6=k

εl,k ϕk,l + σ2
k

≥ t (4.30)

can be rewritten as

1√
t

(
∑

j∈J(k)
pk,jak,j

)
≥
[

J

∑
j=1

δ
(k)
j +

K

∑
l=1,l 6=k

εl,k ϕk,l + σ2
k

]2

(4.31)

16Problem (4.29) is equivalent to (4.28) since at the optimal point the third and fourth con-
straints in (4.29) are satisfied with equality. The proof of this statement can be obtained by
contradiction and is omitted for the sake of brevity.
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The right-hand-side of inequality (4.31) can be interpreted as the norm of the

vector

sk ,

√δ
(k)
1 . . . . ,

√
δ
(k)
J ,
√

ε1,k ϕk,1,
√

ε2,k ϕk,2, . . . ,
√

εK,k ϕk,K︸ ︷︷ ︸
k-th term not present

, σk


T

, (4.32)

and, thus, the constraint (4.31) is the second-order cone ‖sk‖ ≤
1√

t

(
∑

j∈J(k)
pk,jak,j

)
.

Based on the above arguments, it this follows that the optimal solution to

(4.29) can be obtained by solving a sequence of convex feasibility programs,

as detailed in Algorithm 3.

The case in which the SINR expression to be considered in the optimiza-

tion problem is the upper bound (4.15) can be treated similarly, with the only

difference that the maximum power constraint is now written as ∑k∈K(j) p2
k,j ≤

Pmax,j. We omit the details for the sake of brevity.

JT mode

For the JT mode, it is seen that both the k-th AC SINR expressions (4.20) and

(4.23) can be written as

SINRk =
ηkak

K

∑
j=1

ηjbk,j + σ2
k

, k = 1, . . . , K (4.34)
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Algorithm 3 Bisection algorithm for solving problem (4.28)

1: Choose tmin = 0 and tmax as a number certainly larger than the maximun
SINR, e.g. tmax = 108. Choose a tolerance ε > 0.

2: while tmax − tmin < ε do
3: Set t = tmax+tmin

2
4: Solve the following convex feasibility program

‖sk‖ ≤
1√

t

(
∑

j∈J(k)
pk,jak,j

)
, k = 1, . . . , K

pk,j ≥ 0 , k = 1, . . . , K j = 1, . . . , J ,
∑

k∈K(j)
p2

k,jγk,j ≤ Pmax,j , j = 1, . . . , J , ∑
j∈J(l)

pl,jc
(k)
l,j

2

≤ εl,k , ∀l 6= k ,

∑
l∈K(j)

p2
l,jb

(k)
l,j ≤ δ

(k)
j , j = 1, . . . , J .

(4.33)

5: if Problem (4.33) is feasible then
6: tmin = t
7: else
8: tmax = t
9: end if

10: end while

with suitable definitions for the coefficients {ak}K
k=1 and {bk,j}K

k,j=1. Letting

η = [η1, η2, . . . , ηK]
T be the vector power to be optimized, the following prob-

lem is to be considered:

max


min
k=1,...,K

ηkak
K

∑
j=1

ηjbk,j + b0,k

,

subject to:


ηk > 0 , k = 1, . . . , K ,
K

∑
l=1

ηl ≤ Pmax .

(4.35)
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Algorithm 4 Bisection algorithm for solving problem (4.35)

1: Choose tmin = 0 and tmax as a number certainly larger than the maximun
SINR, e.g. tmax = 108. Choose a tolerance ε > 0.

2: while tmax − tmin < ε do
3: Set t = tmax+tmin

2
4: Solve the convex feasibility program (4.36)
5: if Problem (4.36) is feasible then
6: tmin = t
7: else
8: tmax = t
9: end if

10: end while

Problem (4.35) can be equivalently re-written as

max
,t

t ,

subject to:



ηkak
K

∑
j=1

ηjbk,j + b0,k

≥ t , k = 1, . . . , K ,

ηk > 0 , k = 1, . . . , K ,
K

∑
l=1

ηl ≤ Pmax .

(4.36)

Problem (4.36) can be solved efficiently by a bisection search, in each step solv-

ing a sequence of convex feasibility problems [40] as detailed in Algorithm 4.

In problems (4.35) and (4.36), the maximum power constraints ∑K
l=1 ηl ≤ Pmax

refers to the case in which normalized beamformers are used; if, instead non-

normalized MRT beamformers are employed, then the constraint becomes

∑K
l=1 ηlγl ≤ Pmax.
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4.6 Numerical Results

4.6.1 Simulation setup

We assume an industrial scenario with a factory hall of dimensions 100× 50×
6 m3; we consider a system bandwidth of 100 MHz at the carrier frequency of

3.7 GHz. We denote by K = 16 the total number of ACs equipped with a sin-

gle antenna element with an height of 1.5 m, and by MTOT the total number of

antennas to be subdivided among all the APs. The quantity J = 4 denotes the

number of APs distributed in the factory hall (see Fig.4.2, wherein different

deployments are illustrated) and M = MTOT/J is the number of antennas for

each AP. The APs are placed at a height of 6 meters. In the following, numer-

ical results are shown in terms of the CDF of the AC’s SINR, and in terms of

achievable rate-per-user versus the error probability. The latter curve has been

obtained by choosing a value for the error probability ε and by computing the

average finite blocklength rate in (4.24) with m = 100.

4.6.2 Path-loss model

We will focus our attention at the downlink (DL) transmission, and we assume

that the total transmit power is 20 dBm. We consider an additive white Gaus-

sian noise (AWGN) process with power spectral density of -174 dBm/Hz and

a receiver noise figure (NF) of 7 dB, and a bandwidth of 100 MHz. Regard-

ing the channel model, our starting point are the 3GPP Indoor Office (InO)

and Indoor Mixed (InM) models [57]. Furthermore, we modify them consid-

ering the proposal in [55], where models for path-loss, shadowing, and line

of sight (LOS) probability have been proposed based on extensive measure-

ments done in two different operational factories at 3.5 GHz. Such novel In-

door Industrial (InI) model considers different deployments, distinguishing i)

elevated (El) from clutter embedded (Cl) APs and ii) open (Op) from dense

(De) production spaces, proposing for each configuration specific values of

the aforementioned large scale fading parameters; all the details are reported

in [55, Tab. 3].
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(A) Centralized (B) Partially distributed (C) Fully distributed

FIGURE 4.2: Deployments

First, we compare in Fig. 4.3 the InI models proposed in [55] against the

InO and InM developed in 3GPP for indoor scenarios by showing the cumu-

lative distribution function (CDF) of the SINR achieved by JT with J = 16

APs serving K = 1 AC with MRT and with perfect channel knowledge. We

observe that the achieved SINR is quite large, as just one AC is active (i.e.,

there is no interference) on the whole factory floor, and a fully distributed

deployment is used. However, there is significant difference among the dif-

ferent models, and it is seen that adopting the InI-Cl-De the value of the SINR

CDF at 10−3 is almost 20 dB lower when compared to InO. Based on such re-

sult, in the rest of the numerical results we will consider then the InI-Cl-De

model as it represents the most challenging scenario and we will provide re-

sults only considering imperfect channel knowledge for beamforming design

as described in Section 4.3.1 with pilot length T = 16.

4.6.3 Comparing UP and LB SINR behaviour

Fig. 4.4 shows the gap between the Upper Bound and the Lower Bound, in

term of SINR and of average rate per user versus error probability, when the

MRT beamformer is used, for the JT, CFT and SAT transmission modes. We

see that the gap between the bounds is rather limited, and this is of course

a positive result since the bounds can be assumed to be representative of the

true SINR values with a limited approximation error. The gap in case of JT is a

bit larger than that of the other transmission modes, i.e. about 1 dB, compared

to ∼0.5-0.7 dB in case of CFT and SAT, in the low SINR region. Based on the

evidence that there is a limited gap between the UB and LB, in the sequel we

will report the UP curves only for the sake of clarity and plot readability.
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FIGURE 4.3: CDF of the SINR when using different channel
models with MRT, JT, J = 16, and K = 1.

4.6.4 Impact of beamformers

Fig. 4.5 presents the achieved performance when MRT and FZF beamform-

ers are employed, for different transmission modes, i.e. JT, CFT, and SAT.

Inspecting the curves, an interesting trade-off emerges. Focusing on the plot

of the SINR CDF, it is seen that for JT the ZF strategy is uniformly better than

the MRT strategy. Conversely, for CFT and SAT the curves corresponding to

ZF and MRT cross at some point. So, as far as reliability is concerned, i.e. in

the lower-left part of the curve, the MRT achieves better performance than

the ZF. This may be explained by noticing that users with weak channels, are

mostly endangered by noise rather than by interference, and, so the suffer the

noise enhancement effect that is produced by the Zf processing. Results also

show that in the lower-left part of the curve CFT provides better performance

than SAT, while the opposite happens in the upper-right part of the CDF. If

we look at the average rates, instead (i.e., the subplot on the right), the ZF

has always better performance than the MRT beamformer, and SAT outper-

forms CFT. Fig. 4.6 provides a comparison between the ZF beamformer and

the PZF (evaluated with Nj = 7 and Nj = 8), for CFT and SAT. Again, the

CDF curves cross at some point. In the lower-left part of the plot, PZF with
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Nj = 7 exhibits the best performance. In terms of mean rates, CFT with PZF

and Nj = 8 achieves the best performance, with more than 20% gains over the

ZF beamformer.

4.6.5 Advantages of UC processing

In Fig. 4.7 the UC transmission mode is contrasted with CFT. Results clearly

show that UC transmission outperforms, both in the lower-left part of the plot

reporting the CDF of the SINR, and in terms of mean rates, the other trans-

mission modes. Indeed, UC retains the advantages of distributed antenna

transmissions, but, at the same time, avoinds the inefficient situation where

APs have to waste their energy to transmit to far users with weak channel

coefficients. Comparing the results in Fig. 4.7 with those in Fig. 4.5 it appears

that JT outperforms the UC transmission mode, but this was to be expected

since JT performs a highly complex joint processing

4.6.6 Impact of power control

In Fig. 4.8 we finally assess the effect of the power control rule, assuming ZF

beamforming, and comparing SAT, JT, CFT and UC transmissionj mode with

N = 3. Results show that the power control rule is highly effective in the

lower-left part of the CDF of the SINR curve. Again, results confirm that the

UCT mode is outperformed by the JT only, while outperforming the SAT and

CFT modes.
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Chapter 5

Conclusions

In this thesis the potential of massive MIMO systems has been highlighted. Of

course, this technology is continuously evolving, enhancing its performances.

Massive MIMO systems, as written in the introduction, play a fondamental

role in the 5G and beyond-5G wireless networks, since they permit to im-

prove the communication’s quality. In the next future, a lot of devices will

be simultaneously connected, as in vehicular communications, in mMTC or

in wireless sensor networks. Thus, there are different use-cases to be con-

sidered, and each of them has different requirements and quality of services.

Here, the conclusions of the Ph.D thesis are reported, by reassuming what has

been shown in the previous chapters.

In chapter 1 an overview of 5G wireless networks has been introduced by

highlighting its features, use-cases and new technology to be exploited. Then

the contributions of the thesis have been presented.

In chapter 2 the advantages given by the usage of massive MIMO system has

been introduced. Moreover, in the same chapter the massive MIMO has even

been analyzed from the mathematical point of view. Thus, all the phases of

the signal processing required in these system have been reported.

In chapter 3 the CF massive MIMO system operating at mmWave frequencies

with a UC association between APs and MSs has been considered. Adopt-

ing a clustered channel model capable of taking into account the channel

correlation for nearby devices, the paper has analyzed both the CF and UC

approaches, by proposing a low-complexity power allocation rule aimed at
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global energy efficiency maximization. The presence of HY beamforming ar-

chitectures at the APs has been considered, whereas, for the MSs, a simple

channel-independent 0-1 beamforming structure has been considered. The

obtained results have confirmed that the proposed resource allocation algo-

rithms are effective at increasing the system energy efficiency and the system

average rate-per-user, as well as that the use of HY beamforming architectures

introduces, as expected, a considerable performance degradation.

Chapter 4 has considered the adoption of distributed antenna settings in an

indoor industrial scenario. Several transmission modes and several beam-

formers have been adopted. A power control rule aimed at maximizing the

minimum SINR across users has been considered, which is extremely use-

ful in industrial settings where reliability is to be privileged with respect to

peak data rates. Overall, results have shown that the user centric transmission

mode, wherein each AC is served by a limited number of APs in the neigh-

bors, achieves the best trade-off between implementation complexity and sys-

tem performance.

Moreover the industrial scenarios could be also studied from a different point

of view. In [7], the same industrial scenario has been considered but the

analysis was different. It has been shown the potential of D-MIMO systems

in terms of BLER by considering different beamformers and transmission

modes. Moreover, as future developments, latency and BLER analysis can

be carried out in conjunction with the power control.
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Appendix A

Successive lower-bound

optimization

In this appendix we briefly review the successive lower-bound optimization

technique. The method is based on the idea of merging the tools of alternat-

ing optimization [60, Section 2.7] and sequential convex programming [61].

Specifically, let us consider the generic optimization problem

max
x∈X

f (x) , (A.1)

with f : Rn → R a differentiable function, and X a compact set. Similarly to

the alternating optimization method, the successive lower-bound maximiza-

tion partitions the variable space into J blocks, x = (x1, . . . ,xJ), which are

cyclically optimized one at a time, while the other blocks are kept fixed. Thus,

Problem (A.1) is decomposed into M subproblems, wherein the generic sub-

problem is stated as

max
xm

f (xm,x−m) , (A.2)

with x−m cotaining all variable blocks except the m-th. If Problem (A.2) is

globally solved for each m = 1, . . . , J, then we have an instance of the al-

ternating maximization method, which, as proved in [60, Proposition 2.7.1],

monotonically improves the objective of (A.1), and yields a first-order optimal

point if the solution of (A.2) is unique for any m, and if X = X1 × . . .× XJ ,
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with xm ∈ Xm for all m. However, if globally solving (A.2) is difficult (e.g. be-

cause (A.2) is not a convex problem), then implementing the alternating max-

imization method proves difficult. In this case, the successive lower-bound

maximization method proposes to find a (possibly suboptimal) solution of

(A.2), by means of the sequential convex programming method. Besides lead-

ing to a computationally viable algorithm, this approach is proved to preserve

the optimality properties of the alternating optimization method [37], despite

the fact that a possible suboptimal solution of (A.2) is determined.

As for sequential optimization, its basic idea is to tackle a difficult maxi-

mization problem by a sequence of easier maximization problems. To elabo-

rate, denote by gi(xm) the i-th constraint of (A.2), for i = 1, . . . , C, and con-

sider a sequence of approximate problems {P`}` with objectives { f`}` and

constraint functions {gi,`}C
i=1, such that the following three properties are ful-

filled, for all `:

(P1) f`(xm) ≤ f (xm), gi,`(xm) ≤ gi,`(xm), for all i and xm;

(P2) f`(x
(`−1)
m ) = f (x(`−1)

m ), gi,`(x
(`−1)
m ) = gi(x

(`−1)
m ) with x(`−1)

m the maxi-

mizer of f`−1;

(P3) ∇ f`(x
(`−1)
m ) = ∇ f (x(`−1)

m ), ∇gi,`(x
(`−1)
m ) = ∇gi(x

(`−1)
m ).

In [61] (see also [37], [62]) it is shown that, subject to constraint qualifications,

the sequence { f (x(`)
m )}` of the solutions of the `-th Problem P`, is monotoni-

cally increasing and converges. Moreover, every convergent sequence {x(`)
m }`

attains a first-order optimal point of the original Problem (A.2). Thus, sequen-

tial optimization guarantees at the same time to monotonically improve the

objective function, and to fulfill the KKT first-order optimality conditions of

the original problem. Nevertheless, in order to be able to use the method, it is

necessary to find lower bounds of the original objective function, which fulfill

all three properties P1, P2, P3, while at the same time leading to an approxi-

mate problem that can be solved with affordable complexity.
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Appendix B

Derivation of the Lower Bound

for UCT

We have to find a closed form for the terms Dk, Bk, and Ik,j.

Evaluation of Dk

Denoting by h̃k,j = hk,j − ĥk,j the channel estimation error, and it is known,

from the LMMSE estimation, that h̃k,j ĥk,j are independent. So, by substituting

hk,j = h̃k,j + ĥk,j, it is possible to derive the following expression:

Dk = E

[
∑

j∈J(k)

√
ηk,jh

H
k,jĥk,j

]
= ∑

j∈J(k)

√
ηk,jE

[
hH

k,jĥk,j

]
=

∑
j∈J(k)

√
ηk,j

(
E

[
ĥ

H
k,jĥk,j

]
+E

[
h̃H

k,jĥk,j

])
= ∑

j∈J(k)

√
ηk,jγk,j

(B.1)

In eq.(B.1) γk,j is defined as:

γk,j = E

[
ĥ

H
k,jĥk,j

]
= tr

(
E

[
ĥk,jĥ

H
k,j

])
= tr

(
E

[
αk,jy̌k,jy̌

H
k,jαk,j

])
=

= tr
(

αk,j E

[
y̌k,jy̌

H
k,j

]
E

[
y̌k,jy̌

H
k,j

]−1

︸ ︷︷ ︸
IM

E

[
y̌k,jh

H
k,j

])
=
√

ηUL−T
k βk,jαk,j M.

(B.2)
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Evaluation of E

[
|Bk|2

]
Since the variance of a sum of independent RVs is equal to the sum of their

variances, E

[
|Bk|2

]
can be written as:

E

[
|Bk|2

]
= E

[∣∣∣∣ ∑
j∈J(k)

√
ηk,jh

H
k,jĥk,j −E

[
∑

j∈J(k)

√
ηk,jh

H
k,jĥk,j

]∣∣∣∣2] =
= E

[∣∣∣∣ ∑
j∈J(k)

√
ηk,j

(
hH

k,jĥk,j −E

[
hH

k,jĥk,j

])∣∣∣∣2] =
= ∑

j∈J(k)
ηk,jE

[∣∣∣∣hH
k,jĥk,j −E

[
hH

k,jĥk,j

]∣∣∣∣2] =
= ∑

j∈J(k)
ηk,j

(
E

[∣∣∣∣hH
k,jĥk,j

∣∣∣∣2]+ ∣∣∣∣E[hH
k,jĥk,j

]∣∣∣∣2+
− 2ReE

[(
hH

k,jĥk,j

)
E

[
hH

k,jĥk,j

]])
=

= ∑
j∈J(k)

ηk,j

(
E

[∣∣∣∣hH
k,jĥk,j

∣∣∣∣2]− ∣∣∣∣E[hH
k,jĥk,j︸ ︷︷ ︸

γk,j

]∣∣∣∣2)

(B.3)
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Now we can evaluate the term E

[∣∣∣∣hH
k,jĥk,j

∣∣∣∣2]:

E

[∣∣∣∣hH
k,jĥk,j

∣∣∣∣2] = E

[∣∣∣∣hH
k,jαk,j

( K

∑
l=1

√
ηUL−T

l hl,jΦ
H
:,lΦ:,k + w̃k,j

)∣∣∣∣2] =
= E

[∣∣∣∣hH
k,jαk,j

√
ηUL−T

k hk,j

∣∣∣∣2]+
+ E

[∣∣∣∣hH
k,jαk,j

K

∑
l=1,l 6=k

√
ηUL−T

l hl,jΦ
H
:,lΦ:,k

∣∣∣∣2]+ E

[∣∣∣∣hH
k,jαk,jw̃k,j

∣∣∣∣2] =
= α2

k,jη
UL−T
k E
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k,jhk,j

∣∣∣∣2]+ K
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l α2

k,jE
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+ α2

k,jE
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k E
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k,jhk,j

∣∣∣∣2]+
+

K

∑
l=1,l 6=k

ηUL−T
l α2
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H
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hH
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k E
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l α2

k,jβl,jβk,j M
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:,lΦ:,k

∣∣∣∣2 + α2
k,jβk,jσ

2
w M

(B.4)
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where w̃k,j = WjΦ:,k. We have to evaluate the terms E

[
hH

k,jhl,jh
H
l,jhk,j

]
and

E

[∣∣∣∣hH
k,jhk,j

∣∣∣∣], and they are equal to:

E

[
hH

k,jhl,jh
H
l,jhk,j

]
= tr

(
E

[
hH

k,jhl,jh
H
l,jhk,j

])
= E

[
tr
(

hH
k,jhl,jh

H
l,jhk,j

)]
=

= E

[
tr
(

hl,jh
H
l,jhk,jh

H
k,j

)]
=

= tr
(

E

[
hl,jh

H
l,jhk,jh

H
k,j

])
=

= tr
(

E

[
hl,jh

H
l,j

]
︸ ︷︷ ︸

βl,jIM

E

[
hk,jh

H
k,j

]
︸ ︷︷ ︸

βk,jIM

)
= βk,jβl,j M

(B.5)

and

E

[∣∣∣∣hH
k,jhk,j

∣∣∣∣] = tr2(βk,jIM) + tr(βk,jIMβk,jIM) =

= β2
k,j M

2 + β2
k,j M = β2

k,j(M + 1)M
(B.6)

Substituting Eq. (B.5) and (B.6) in Eq. (B.4) first, and then in Eq. (B.3) we get:

E

[
|Bk|2

]
= ∑

j∈J(k)
ηk,j

(
γ2

k,j + γk,jβk,j − γ2
k,j

)
= ∑

j∈J(k)
ηk,jγk,jβk,j (B.7)
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Evaluation of E

[
|Ik,l |2

]

As it has been done for E

[
|Bk|2

]
, it is possible to follows a similar approach.

E

[
|Ik,l |2

]
= E

[∣∣∣∣ ∑
j∈J(l)

√
ηl,jh

H
k,jĥl,j

∣∣∣∣2] =
= E

[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jh

H
k,j

( K

∑
i=1

ηUL−T
i hi,jΦ

H
:,iΦ:,l + W̃l,j

)∣∣∣∣2] =
= E

[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jh

H
k,jη

UL−T
k hk,jΦ

H
:,iΦ:,l

∣∣∣∣2]+
+ E

[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jh

H
k,j

( K

∑
i=1,i 6=k

√
ηUL−T

i hi,jΦ
H
:,iΦ:,l

)∣∣∣∣2]+
+ E

[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jh

H
k,jW̃l,j

∣∣∣∣2] = ηUL−T
k E

[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jhk,jhk,j

∣∣∣∣2]∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2+
+ ∑

j∈J(l)

K

∑
i=1,i 6=k

ηl,jη
UL−T
i α2

l,jE

[∣∣∣∣hH
k,jhi,j

∣∣∣∣2]∣∣∣∣ΦH
:,iΦ:,l

∣∣∣∣2 + ∑
j∈J(l)

ηl,jα
2
l,jE

[∣∣∣∣hH
k,jW̃l,j

∣∣∣∣2] =
= ηUL−T

k E

[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,khH

k,jhk,j

∣∣∣∣2]∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2+
+ ∑

j∈J(l)

K

∑
i=1,i 6=k

ηl,jη
UL−T
i α2

l,jβi,jβk,j M
∣∣∣∣ΦH

:,kΦ:,l

∣∣∣∣2+
+ ∑

j∈J(l)
ηl,jα

2
l,jβk,jσ

2
w M

(B.8)
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At this point, E

[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,khH

k,jhk,j

∣∣∣∣2] has to be evaluated:

E

[∣∣∣∣ ∑
j∈J(l)

√
ηl,jαl,jh

H
k,jhk,j

∣∣∣∣2] =
= E

[(
∑

j∈J(l)

√
ηl,jα

2
l,jh

H
k,jhk,j

)(
∑

j′∈J(l)

√
ηl,j′αl,j′h

H
k,j′hk,j′

)]
=

= ∑
j∈J(l)

ηl,jα
2
l,jE

[∣∣∣∣hH
k,jhk,j

∣∣∣∣2]+
+ ∑

j∈J(l)
∑

j′∈J(l),j′ 6=j

√
ηl,j
√

ηl,j′αl,jαl,j′E

[
hH

k,jhk,jh
H
k,j′h

H
k,j′

]
=

= ∑
j∈J(l)

ηl,jα
2
l,j

(
β2

k,j M
2 + β2

k,j M
)
+

+ ∑
j∈J(l)

∑
j′∈J(l),j′ 6=j

√
ηl,j
√

ηl,j′αl,jαl,j′ βk,jβk,j′M
2 =

= ∑
j∈J(l)

ηl,jα
2
l,jβ

2
k,j M +

(
∑

j∈J(l)

√
ηl,jαl,jβk,j M

)2

(B.9)
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Substituting, now, Eq. (B.9) in Eq. (B.8) we get:

E

[
|Ik,l |2

]
= ηUL−T

k

[
∑

j∈J(l)
ηl,jα

2
l,jβ

2
k,j M +

(
∑

j∈J(l)

√
ηl,jαl,jβk,j M

)2]∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2+
+ ∑

j∈J(l)

K

∑
i=1,i 6=k

ηl,jη
UL−T
i α2

l,jβi,jβk,j M
∣∣∣∣ΦH

:,iΦ:,l

∣∣∣∣2+ ∑
j∈J(l)

ηl,jα
2
l,jβk,jσ

2
w M =

= ∑
j∈J(l)

√
ηl,jα

2
l,jβk,j M

( K

∑
i=1

ηUL−T
i βi,j

∣∣∣∣ΦH
:,iΦ:,l

∣∣∣∣+σ2
w

)
︸ ︷︷ ︸

den(αl,j)

+

+

(
∑

j∈J(l)

√
ηUL−T

k
√

ηl,jαl,jβk,j M
)2∣∣∣∣ΦH

:,kΦ:,l

∣∣∣∣2=

= ∑
j∈J(l)

ηl,jβk,j

γl,j︷ ︸︸ ︷√
ηUL−T

l αl,jβl,j M

den(αl,j)
den(αl,j) +

(
∑

j∈J(l)

√
ηl,jαl,jβk,j M

)2∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2=
= ∑

j∈J(l)
ηl,jβk,jαl,j +

(
∑

j∈J(l)

√
ηl,j

√
ηUL−T

k√
ηUL−T

k

βk,j

βl,j
αl,j

)2∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2
(B.10)

where den(αk,j) is the denominator of αk,j defined in Eq. (4.5). Finally, we can

plug Eq. (B.1), Eq. (B.7) and Eq.(B.10) into Eq. (4.17) to obtain Eq. (4.18).
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Appendix C

Derivation of the Lower Bound

for Distributed MIMO

Definition of block matrices

It is possible to write ĥk = Dky̌k, where Dk is a (MTOT×MTOT) block diagonal

matrix defined in Section 4.4 and y̌k is defined as:

y̌k =


y̌k,1

y̌k,2
...

y̌k,J

 (C.1)

So we have the following power constraint: ηkE

[
ĥ

H
k ĥk

]
≤ Pmax. We know

that E

[
ĥ

H
k ĥk

]
= tr

(
E

[
ĥkĥ

H
k

])
so we can write E

[
ĥkĥ

H
k

]
= E

[
Dky̌ky̌H

k DH
k

]
.

Evaluation of E

[
y̌ky̌H

k

]

It is possible to evaluate separately the quantity E

[
y̌ky̌H

k

]
, so first of all we

define:

y̌k,j =
√

ηUL−T
k hk,j + ∑

l 6=k

√
ηUL−T

l hl,jΦ
H
:,lΦ:,k + W̃k,j, (C.2)
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then,

E

[
y̌k,jy̌

H
k,j

]
=

( K

∑
l=1

ηUL−T
l βl,j

∣∣∣∣ΦH
:,lΦ:,k

∣∣∣∣2 + σ2
w

)
IM = ck,jIM. (C.3)

Now, assuming that the channels among users and APs are independent:

E

[
y̌ky̌H

k

]
= Ck =


ck,1IM 0 . . . 0

0 ck,2IM . . . 0
...

...
. . .

...

0 0 . . . ck,JIM

 (C.4)

Since αk,j =

√
ηUL−T

k βk,j
ck,j

and we are dealing with diagonal matrices we can

rewrite, Dk =
√

ηUL−T
k BkC−1

k , where Bk is defined in Section 4.4.

In the end,
√

ηUL−T
k ĥk = BkC−1

k y̌k and so:

E

[
ĥ

H
k ĥk

]
= BkC−1

k E

[
y̌k,jy̌

H
k,j

]
C−1

k BH
k =

√
ηUL−T

k DkBH
k . (C.5)

Evaluation of Dk

By looking at the eq.(4.21) Dk can be written as:

Dk = E

[
hH

k q̂k

]
= E

[
hH

k ĥk

]
= E

[
hH

k Dky̌k

]
=

= tr
(

E

[
y̌khH

k

]
Dk

)
= tr

(
E

[( K

∑
l=1

√
ηUL−T

l hl,jΦ
H
:,lΦ:,k + W̃k,j

)
hH

k

]
Dk

)
=

= tr
(√

ηUL−T
k E

[
hkhH

k

]
Dk

)
= γk

(C.6)
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Evaluation of E

[
|Bk|2

]

Now, we have to evaluate E

[
|Bk|2

]
.

E

[
|Bk|2

]
= E

[∣∣∣∣hH
k qk −E

[
hH

k qk

]∣∣∣∣2] = E

[∣∣∣∣hH
k ĥk

∣∣∣∣2]− ∣∣∣∣E

[
hH

k ĥk

]
︸ ︷︷ ︸

γk

∣∣∣∣2 (C.7)

Assuming that all the channels are independent it is possible to follow the

same approach for the UC; then we can write:

E

[
|Bk|2

]
=
√

ηUL−T
k tr(BkDH

k Bk). (C.8)
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Evaluation of E

[
|Ik,l |2

]

From eq.(4.21) we have to evaluate E

[∣∣∣∣hH
k ĥl

∣∣∣∣2]:

E

[
|Ik,l |2

]
= E

[∣∣∣∣hH
k ĥl

∣∣∣∣2] = E

[∣∣∣∣hH
k Dly̌l

∣∣∣∣2] =
= E

[∣∣∣∣hH
k Dl(

K

∑
i=1

√
ηUL−T

i hi,jΦ
H
:,iΦ:,k + W̃l)

∣∣∣∣2] =
= ηUL−T

k E

[∣∣∣∣hH
k Dlhk

∣∣∣∣2]∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2+
+

K

∑
i=1,i 6=k

ηUL−T
i E

[∣∣∣∣hH
k Dlhi

∣∣∣∣2]∣∣∣∣ΦH
:,iΦ:,l

∣∣∣∣2 + E

[∣∣∣∣hH
k DlW̃l

∣∣∣∣2] =
= ηUL−T

k

[
tr2
(

DlBk

)
+ tr

(
DlBkDH

l Bk

)]
|ΦH

:,kΦ:,l

∣∣∣∣2+
+

K

∑
i=1,i 6=k

ηUL−T
i tr

(
DlBiDH

l Bk

)∣∣∣∣ΦH
:,iΦ:,l

∣∣∣∣2 + σ2
wtr
(

DlDH
l Bk

)
=

= ηUL−T
k tr2

(
DlBk

)∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2 + K

∑
i=1

ηUL−T
i tr

(
DlBiDH

l Bk

)∣∣∣∣ΦH
:,iΦ:,l

∣∣∣∣2+
+ σ2

wtr
(

DlDH
l Bk

)
(a)
=

(a)
= ηUL−T

k tr2
(

DlBk

)∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2+
+ tr

[
Dl

( K

∑
i=1

ηUL−T
i Bi

∣∣∣∣ΦH
:,iΦ:,l

∣∣∣∣2 + σ2
wIMTOT︸ ︷︷ ︸

Cl

)
DH

l Bk

]
=

= ηUL−T
k tr2

(
DlBk

)∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2 + tr
(

DlClDH
l Bk

)
(b)
=

(b)
= ηUL−T

k tr2
(

DlBk

)∣∣∣∣ΦH
:,kΦ:,l

∣∣∣∣2 +√ηUL−T
l tr

(
BlDH

l Bk

)
(C.9)
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where in (a) we exploited the linearity of the trace and in (b) we exploited

Dl =
√

ηUL−T
l BlC−1

l . In the end, summing up all the terms in the eq.(C.6),(C.8)

and (C.9) we get eq.(4.23).
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