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The Stewart parallel mechanism is used in various applications due to its high load-carrying capacity,
accuracy and stiffness, such as flight simulation, spaceship aligning, radar and satellite antenna or-
ientation, rehabilitation applications, parallel machine tools. However, the use of such parallel robots is
not widespread due to three factors: the limited workspace, the singularity configurations existing inside
the workspace, and the high cost. In this work, an approach to support the design of a cost-effective
Stewart platform-based mechanism for specific applications and to facilitate the choice of suitable
components (e.g., linear actuators and base and mobile plates) is presented. The optimal design proposed
in this work has multiple objectives. In detail, it intends to maximize the payload and minimize the
forces at each leg needed to counteract external forces applied to the mobile platform during positioning
or manufacturing, or, in general, during specific applications. The approach also aims at avoiding re-
duction of the robot workspace through a kinematic optimization. Both symmetric and unsymmetrical
geometries have been analysed to show how the optimal design approach can lead to effective results
with different robot configurations. Moreover, these objectives are achieved through a dynamic opti-
mization and several optimization algorithms were compared in terms of defined performance indexes.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Nowadays, the assembly process of aircrafts highly relies on
skilled human operators that are necessary in all the assembly
phases, such as part positioning, drilling, fastening, riveting, and
quality assurance. With the introduction of the composite and
reinforced carbon fiber technologies into the manufacturing pro-
cess, the aeronautics industry is experiencing an increase of the
non-added value operations (i.e., temporary assembly to check
gaps, shimming, dismantling, tool handling, drilling, and fasten-
ing) that lead to an increase of the overall manufacturing costs
and, principally, of the overall process time. In this field, the re-
search is focusing on the development of cost efficient part man-
ufacturing and assembly processes of composite, metal and hybrid
airframe structures. Their introduction in the manufacturing pro-
cess aims to the reduction or the total elimination of the most time
consuming and hence expensive operations. In order to achieve a
lean manufacturing process and ensure the accuracy and the
o).
repeatability required in the aeronautics standards, new co-shared
manual and automated operations are under investigation. Several
riveting and drilling solutions that make use of complex and heavy
multi-function end effector and oversized industrial robots have
been proposed in the literature [1–8], but only few solutions have
been proposed for the aeronautics part positioning problem
[9–11]. The conventional assembly process requires that the parts
to manufacture are positioned into welded mechanical structures,
called fixtures. A fixture is a work-holding or support device used
to securely locate (in a specific location or orientation) and support
the work, ensuring that all parts produced using the fixture will
maintain conformity and interchangeability. Therefore, the fix-
tures are designed on the base of the considered aircraft sub-
section, e.g., wing-box, fuselage; changes in the held parts could
result in changes in the fixture that could cause an increase of the
manufacturing process costs and introduce a delay in the overall
manufacturing line. The ability to change the configuration of an
airframe assembly tool in order to assemble different products
within a product family becomes a very important feature. Re-
configurable tooling should reduce the number of tools on the
workshop floor and, thereby, save floor space; it should simplify
the build-up and change of assembly tools and drastically reduce
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lead time in tooling design and build-up. The solutions proposed
in the literature use standardized profiles, which make the fixtures
possible to re-cycle the parts, and as the parts in the fixture are not
welded, they can be adjusted and provide some flexibility. There
also exist techniques to achieve reconfigurability by using the so-
called pogo sticks, which can change the configuration to adapt
themselves according to the specific airframe structures [12]. In
recent years, the research is focusing on the development of
adaptive fixtures which make use of parallel robots, i.e., Stewart
platform-based robots, to position or to hold the parts during the
manufacturing/assembling phases [13]. In comparison with a se-
rial manipulator, the Stewart parallel manipulator, capable of
providing six degrees of freedom (DOF) movement, comes up with
some advantages [14] that make them the optimal solution for
these types of applications:

� high strength and stiffness-to-weight ratios can be achieved
since the links do not carry moment loads but act only in ten-
sion and compression;

� positioning of the end effector is performed by actuators acting
in parallel, resulting in a total force and moment capability
greater than each individual servomechanism;

� moving only the end effector in space rather than massive
servomechanisms results in economy of power, excellent dy-
namic performance, and low manipulator inertia;

� high accuracy and precision is possible since actuator errors are
not magnified by lengthy linkages.

In fact, the Stewart platform, also called hexapod, is used in many
applications where high positioning accuracy and high stiffness
are required, i.e., flight simulation [15], spaceship aligning, radar
and satellite antenna orientation [16,17], rehabilitation applica-
tions [18], robots [19], and parallel machine tools [20,21]. Unfortu-
nately, there are factors that limit and complicate the design of
such a mechanism. First, the limited workspace that reduces the
number of tasks the robot can execute and the singularity config-
urations existing inside the workspace in which the manipulator
gains one or more degrees of freedom and therefore looses its
stiffness. The closed-loop nature of parallel mechanisms generates
complex singularities inside the workspace, which makes the
workspace analysis and the trajectory planning of parallel me-
chanisms a challenge. Moreover, although the versatility of the
hexapod has been recognized, its acceptance by industry as
production equipment has not yet occurred. Some obstacles to
this include the high cost and unproven performance in a
production environment for a specific task. Hence, the design of
an efficient approach that allows us to maximize the robot work-
space, reduces the singularities inside the workspace, optimizes
the design of the parallel platform reducing the hexapod costs, and
keeps limited its encumbrance becomes a very important issue.
2. Problem formulation

In order to better understand the versatility of the use of the
Stewart platforms in the aeronautics assembly/manufacturing
process, a brief review on the general aeronautics build philosophy
is reported. The conventional vertical manual approach used in the
aircraft assembly is a time-consuming and labor-intensive process
that requires several and subsequent phases of assembling and
disassembling in order to accurately position the aeronautics
parts. Once all the parts are positioned inside the fixture, an in-
tensive shimming phase is carried out in order to increase the
coupling before the clamping and the drilling phases and, thus, to
ensure that the final product respects the tolerances specified in
the mechanical drawings. After the shimming phase, a clamping
phase is carried out by using a large number of temporary fas-
teners to assure the perfect coupling between the parts before the
drilling phase. Finally, the drilling and the riveting tasks can be
performed. The aeronautics researchers have proposed new
technologies to reduce the shimming time, e.g., by automatically
creating the shims before mounting the parts on the fixture.
Moreover, as already illustrated in Section 1, valid automated so-
lutions for aeronautics riveting and drilling have been proposed
[22]. The positioning problem, instead, is an open research field
and only few applications using hexapods inside the aeronautics
fixture can be found [13]. An adaptive and flexible fixture con-
stituted by Stewart platforms can be exploited, for example, in the
positioning and holding of the airframe parts during a manu-
facturing process, e.g., riveting and drilling. The spar and rib po-
sitioning are two of the many applications in which the use of the
hexapod can be exploited. In both the aforementioned problems, it
is required that the airframe part is accurately positioned into the
fixture, with a perfect coupling between the other parts, i.e., upper
and lower covers, ribs and stringers. Furthermore, in the posi-
tioning phase, it must be guaranteed that the moved part does not
collide with the other parts in the fixture to prevent damages and
possible material deformations. When the part is in its final po-
sition, often, a drilling process is carried out through more coupled
parts in order to reduce the coupling problems that may occur in
the next assembly phases.

In this scenario, a lot of machining tools are involved, so, it is
important to reduce the encumbrance of the parallel machines
used to keep and move the parts during the entire assembly
process in order to avoid the insertion and removal of the tool
inside the airframe fixture and collisions between the machin-
ing tools. At the same time, it is important to take into account
the external forces acting on the platforms during the process,
and the dimensions and the weight of the part to position for
better dimensioning the platforms and to satisfy the strict
aeronautics manufacturing requirements. High forces applied
on the robot top plate, e.g., during the drilling phase or the
riveting phase, can deflect the robot end effector and, then, re-
duce the positioning accuracy in such a way that the resulting
holes are outside of specified tolerances. Moreover, in order to
reduce the fastening time and, at the same time, ensure high
manufacturing quality, the parallel robot can be exploited to
apply a clamping force to airframe parts opposing to the drilling
or riveting actions through the use of a force sensor and a force
control.

Fig. 1 shows a concept of a flexible/adaptative fixture designed
to overcome the aforementioned issues (the 3D drawings are parts
of the demonstrator of the LOCOMACHS project). In particular, the
picture on the top shows a possible use of three cooperative
Stewart platforms for the spar positioning; on the bottom image, a
Stewart platform is used into a flexible fixture for positioning a rib
into the wingbox during the assembly process.

The presented work provides an approach to support the
design of n hexapod machines to be used in such applications
that impose strict criteria in terms of high positioning accuracy
and, at the same time, dimension constraints and low cost. In
this context, it is important to take into account also the forces
acting on the platform during the whole task. Therefore, the
main issue is the reduction of the size of the platform and, si-
multaneously, increase the maximum external force that can be
counteracted by the platform during a machining task. This is
not a trivial issue, since the reduction of the platform dimen-
sions implies also the reduction of the actuator dimensions, and,
thus, of their maximum load. Moreover, by reducing the plate
dimensions, the leg configuration changes, and this could lead
to a reduction of the stiffness and the accuracy of the parallel
robot. According to the previous discussion, an alternative



Fig. 1. Part positioning tasks.
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approach to support the design of a low cost Stewart platform-
based mechanism for manufacturing applications is proposed in
this work. The approach allows the user to optimize the design
of the Stewart platform based on the performance and criteria
required by the desired application, by adjusting the leg at-
tachment points on both top and base plates making use of both
a dynamic and kinematic optimization. A dynamic optimization
is carried out to maximize the payload and improve the rejec-
tion of external forces exerted on the mobile platform during
positioning or manufacturing applications, while, in order to
avoid reduction of the robot workspace, also a kinematic op-
timality criterion is considered in the optimization process as
well. Moreover, the leg attachment points on either mobile (or
top) and fixed (or base) plates are optimized satisfying the
mechanical constraints introduced in the design (such as leg
attachment point geometry, distances between the legs/actua-
tors, minimum and maximum top and base plate dimensions,
minimum and maximum leg strokes).
In detail, an optimization algorithm is used to combine two
or more different optimum objectives by properly defining a
cost function to minimize. In order to minimize the maximum
leg force value and to equally distribute among the legs the
forces exerted by the linear actuators during a positioning and/
or machining task, the maximum root-mean-square (RMS) value
of the forces is selected as optimum objective. A second opti-
mum objective has been taken into account to maximize (or do
not penalize) the robot workspace volume. In order to select the
most suitable optimization algorithm for the proposed appli-
cation, different algorithms have been compared. The perfor-
mances of the Genetic Algorithm (GA) [23,24], the Sequential
Quadratic Programming (SQP) algorithm [25–28], the Multi-
Start algorithm and the Global Search algorithm [29–31] have
been analysed and compared. As it will be detailed in the fol-
lowing, the comparison shows that the GA provides better re-
sults than the other ones in terms of minimum found cost
function values and number of cost function evaluations. Finally,
in order to exploit the anisotropic property of the parallel robot
and better optimize the mechanical design given a specific task,
the Stewart platform optimization process has been carried out
by considering both symmetric and unsymmetrical geometries.
All the proposed results have been obtained by considering
specific tasks for a single hexapod: positioning and drilling tasks
are simulated in order to consider two of the most common
manufacturing processes in aeronautics.
3. Related work

During the past decade, the structural design and optimiza-
tion of Stewart platform represented two topics of great interest
for researchers. Given the number of performance parameters to
consider (i.e., workspace volume, manipulability, dexterity,
singularity, accuracy, actuators interference, actuation forces) it
is still difficult to find an optimal general design for a 6-DOF
parallel manipulator. Design optimization and dimensional
synthesis of the parallel mechanism has been presented as a
multi-criteria constrained problem in [32–38]. In the optimiza-
tion process, kinematic parameters are usually considered, i.e.,
workspace [38–47], stiffness [48–51], dexterity [38,52,53], sin-
gularity [17,54,42,43], maximum end-effector velocity [55], and
manipulability [56]. In the literature, several approaches to the
dynamic optimal design of parallel robots take into considera-
tion criteria such as balance [19,57–60] and torque indexes
[19,61], but there are few works that deal with the issues of the
anisotropic property [62,55] of parallel robot or that consider
criteria such as acceleration, velocity, gravity and external force
components in the considered cost function. Those issues are
well explained in [61]. In the existing literature, the isotropy
property is usually pursued in the dimensional synthesis of the
parallel robot. But it is known that most of the parallel robots
with symmetrical structures have not isotropic performance in
the whole workspace since they have not the same capability in
all directions [60,63]. It is important to emphasize the fact that
also the performance requirements of the parallel robot are
usually not uniform in all directions within the entire desired
workspace in practical and specific applications. Thus, the ani-
sotropic property should be considered in the dimensional
synthesis of the parallel robot with the aim to obtain a more
suitable optimal design. Furthermore, the objective function of
the dynamic optimal design of the parallel robot is usually based
on the generalized inertia matrix, which describes the mapping
between the joint forces/torques and the accelerations. The
velocity, gravity and the external force components are not
considered in the above objective functions. On the other hand,
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the velocity components should be taken into account when the
parallel robot is used for high speed operations, the gravity
forces should be considered when the parallel robot is involved
in heavy load situation, the external force component should be
considered when the parallel robot is used for machining
operation.

This work is aimed at optimizing the Stewart platform design
by modeling the entire system by means of a physics-based
approach. In the inverse dynamics computation, the gravity
contribution, the external forces acting on the platform during
the execution of the performed task, as well as the inertia ma-
trix, have been considered, while, kinematic parameters such as
the workspace and dynamics criteria such as balance have been
combined in the cost function described in Section 5.1. The
optimization process has been carried out along a specific tra-
jectory, generated to simulate typical aeronautics assembly
phases, e.g., positioning and drilling/riveting processes (illu-
strated in Section 2), comparing the results obtained by con-
sidering isotropic and anisotropic platform geometries. Finally,
constraining the search domain, also the encumbrance of the
platform can be reduced.
Fig. 2. General Stewart platform scheme.
4. The hexapod geometry

The proposed approach adopts a simulation environment to
support the design of a Stewart platform-based mechanism for
specific applications. A dynamic optimization is carried out to
minimize a cost function that will be defined in Section 5.1.
Different from many existing approaches, the optimization
makes use of the dynamics of the hexapod and computes the
inverse dynamics (ID) in order to check at each iteration the
forces required to the legs. Given an initial configuration of the
Stewart platform in terms of leg attachment points on base and
top plates and given two sets of bounds properly defined on the
base of the mechanical constraints, a GA is used to solve a non-
linear constrained problem. The bounds are defined for each leg
attachment point and delimit the area in which the points can
be moved during the optimization process. They should be
defined to avoid collisions between the legs, actuators and
fixtures, to satisfy specified maximum dimensions of the plates
or other mechanical constraints. In other words, the Stewart
platform is optimized by adjusting the leg attachment points

= [ ]a aa ,i x y
T

i i
and = [ ]b bb ,i x y

T
i i

on the base and top plate mini-
mizing the selected cost function, respectively (see Fig. 2). The
vectors ai and bi represent the vector of the Cartesian
coordinates of the leg attachment points expressed in base
frame and top frame, respectively, and they can be para-
meterized on the base of the considered geometry as illustrated
in Section 4.1.
4.1. Parameterizations of the hexapod geometries

In this section, the parametrization defined to represent the
hexapod geometries used in the optimization process illustrated in
Section 5 is presented. In order to find the best geometry pro-
viding, at the same time,

� the maximum workspace volume,
� the minimum value of the leg forces exerted by the actuators,
� the minimum dimensions of the platform,

several symmetric and unsymmetrical hexapod geometries
have been evaluated for the optimization process. The choice of
the geometry also affects the time required for the optimization
process: the use of a large number of variables allows us to
optimize the platform minimizing the number of constrains but
it increases the computational time. The Stewart–Gough, Grif-
fis–Duffy [64] and MSP [32] geometries and the more general
one-axis geometry [19] were investigated. Note that a drawback
of the original Stewart platform design is that, due to inter-
ference constraints between the legs, the orientations of the
legs cannot deviate far from the z-axis of the manipulator. Since
the static force applied by each leg to the moving platform must
act along the axis of the leg, the force capacity in the z direction
is considerably higher than the force capacity in the x–y
plane, and the torque capacity about the z-axis is limited. Such
issue is partially solved in the Griffis–Duffy geometry and in the
MSP geometry, hence, they are considered in the proposed
analysis.

The aforementioned geometries are briefly recalled in the
following.
4.1.1. Stewart–Gough geometry (4 variables) – symmetric geometry
(SG4)

The geometry is defined by using two variables for the base
plate and two variables for the top plate (see Fig. 3). In particular,
ρb and ρ are the circle radius of the base and top plates, respec-
tively, and θhb

and θh are the half angle between two pairs of joints
on the base and on the top plates, respectively. So, the vector of
the unknown variables can be written as θ θ ρ ρ= [ ]x h h b

T
b

. The leg

attachment point positions ai and b̃i, with respect to base frame
and mobile frame, can be easily computed in the Cartesian space
as a function of the geometry parameters defined above as re-
ported below:



Fig. 3. Stewart–Gough platform 4 variables geometry.
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Note that only x and y coordinates are considered since the z co-
ordinate is fixed by the mechanical design.

4.1.2. Stewart–Gough geometry (8 variables) – unsymmetric geo-
metry (SG8)

The previous geometry can be modified as in Fig. 4 by relaxing
some constrains and by defining each leg attachment point posi-
tion individually. Four variables are used to define the leg at-
tachment points on the base plate and other four variables are
used to define the leg attachment points on the top plate. In
particular, ρb and ρ are the circle radii of the base and top plates,
respectively; θai

and θbi
with =i 1, 2, 3 are the angles that define

the three joint positions in the half-plane of the positive x-axis on
the base plate and on the top plate, respectively. The joint posi-
tions of the three legs in the left half-plane are calculated by
symmetry with respect to the y-axis. The vector containing the
unknown variables is θ θ θ θ θ θ ρ ρ= [ ]x a a a b b b b

T
1 2 3 1 2 3

. The leg
attachment point positions, with respect to the base plate frame
and top plate frame, can be computed in the Cartesian space as a
function of the parameters just defined:
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4.1.3. Generic one-axis geometry (12 variables) – unsymmetrical
geometry (OA12)

The leg attachment points are defined in the Cartesian space
(see Fig. 5). The geometry parameters are the x and y coordinates
axi

, ayi
, bxi

, bxi
with =i 1, 2, 3 of the leg positions in the half-plane

of the positive x-axis on the base and on the top plate with respect
to base frame and mobile frame, respectively (12 variables). The
joint positions of the three legs in the left half-plane are calculated
by symmetry with respect to the y-axis. The unknown variable
vector can be chosen as

= [ ]a a a a a a b b b b b bx .x y x y x y x y x y x y
T

1 1 2 2 3 3 1 1 2 2 3 3

4.1.4. Griffis-duffy geometry (2þ6 variables) – unsymmetric
geometry (GD2þ6)

The leg attachment points are defined in the Cartesian space
and they are constrained on a triangular shape of known side
length (see Fig. 6). The variables represent the coordinates ax2

, ax4
,

ax6
, bx1

, bx3
, bx5

of the leg attachment points with respect to base
plate frame and top plate frame and the sides lb and l of the
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base plate and top plate, respectively. The optimal design, in this
case, requires a double optimization process because the
bounds of the position coordinate ax2

, ax4
, ax6

, bx1
, bx3

, bx5
variables

depend on the computation of the side lb and l variables. The
vector of all the unknown variables can be written as
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4.1.5. MSP (6 variables) – unsymmetric geometry (MSP6)
The leg attachment points are placed on two circles at both

base plate and top plate: three of the six legs are positioned on an
inner circle both at the base and mobile platforms, and the other
three legs on an outer (concentric) circle (Fig. 7). The leg attach-
ment points on the base plate are fixed and positioned at
120° from each other. So, two variables are used to define the leg
attachment points on the base plate and four variables are used to
define the leg attachment points on the top plate. In particular,
ρbint

and ρbext
, ρint, ρext are the inner and outer circle radii of the
Fig. 4. Stewart–Gough platform 8 var
base and top plates, respectively; β and γ are the angles that define
the deviation of the leg attachment points on the mobile plate
from 0–120–240°. The unknown variable vector is

β γ ρ ρ ρ ρ= [ ]x b b ext int
T

ext int
. The leg attachment point positions,

with respect to the base plate frame and top plate frame, can be
computed in the Cartesian space as a function of the defined
parameters as reported below:
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5. The optimization algorithm

An optimization algorithm has been used to combine two dif-
ferent objectives by properly defining a cost function to minimize.
In order to minimize the maximum leg force value and to equally
distribute among the legs the forces exerted by the linear actua-
tors during a positioning and/or machining task, the maximum
RMS value of the forces has been selected as a metric. A second
iables (unsymmetric) geometry.



Fig. 6. Griffis–Duffy (unsymmetric) geometry.

Fig. 5. Generic one axis symmetry (unsymmetric) geometry.
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objective has been taken into account to maximize (or do not
penalize) the robot workspace volume.
5.1. Cost function definition

The cost function ( )F x to minimize can be defined as in (5),
where the parameters k1 and k2 are positive scalar gains which
determine the weight of each partial objective in ( )F x :

( ) = ( ) + ( ) ( )F k W k Wx x x . 51 1 2 2

The first contribution ( )W x1 takes into account the leg forces ne-
cessary to follow a given position and orientation trajectory of the
mobile plate that depends on the specific application, e.g. a part
positioning during an assembly process, and withstanding of ex-
ternal forces applied to the top plate, e.g. during the handling of a
part subject to a machining process. The contribution ( )W x2 takes
into account the workspace volume. A possible choice of the two
terms ( )W x1 and ( )W x2 can be as in (6), where τk is the vector of the
leg forces at the kth time instant of the task execution and VW is
the volume of the robot workspace for a given design:

∑ τ( ) = ∥ ( )∥ ( ) = − ( )
( )=

W
N

W Vx x x x
1

, .
6k

N

k W1
1

2

The leg forces are computed by solving the inverse dynamics of
the Stewart platform, using as input the leg positions, velocities
and accelerations computed by solving the IK problem given the
desired top plate trajectory. The platform workspace volume is
computed by considering the geometrical approach proposed by
[65]. In particular, the considered workspace is the positional
workspace (or fixed-orientation workspace), computed by main-
taining the top plate orientation equal to the base plate orienta-
tion. The choice of such ( )W x1 allows us to reduce the maximum
value of the forces required by the actuators and it also allows us
to equalize the mean value of the six forces along the entire
considered trajectory. The optimization problem can be formally
written as in Eq. (7), where x is the vector of the unknown vari-
ables defined in Section 4.1 for each geometries and

{ }= x x,min max is the search domain. As already discussed, the
search domain, namely the variable bounds, should be defined to
avoid collisions between the legs, actuators and fixtures during the
execution of the task, to satisfy minimum and maximum dimen-
sions of the plates and, then, to optimize the overall encumbrance
of the robot.

( )

∈ ( )

F x

x

min

s.t. . 7
x
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In order to select the most suitable optimization algorithm for
the proposed application, the performance of the Genetic, Se-
quential Quadratic Programming (SQP), stochastic MultiStart and
GlobalSearch algorithms were compared. The SQP algorithm is a
gradient-based method for solving constrained non-linear opti-
mization problems. The MultiStart is an easy and straightforward
algorithm that initiates a local solver from a set of starting points
and then creates a vector containing the found local minima, re-
turning the best of these points as the estimated global minimum.
The GlobalSearch works similar to the MultiStart but the starting
points are generated by a scatter-search mechanism in a more
complex way. The algorithm, then, tries to analyse these starting
points and discards points that are unlikely to generate a better
minimum than the best minimum found so far. The performances
of the Multistart algorithm and of the GlobalSearch algorithm have
been evaluated by using an Active-Set (AS) algorithm and a SQP
algorithm. In other words, from each starting point, an AS algo-
rithm or a SQP algorithm has been executed to find the nearest
local minima. Fig. 8 shows a sketch of the GlobalSearch and
MultiStart algorithms [66].

Table 1 shows the comparison of the proposed algorithms in the
optimization of the SG4 design for the case study I illustrated in
Section 6.1. The optimization has been carried out by considering
k1¼0.1 and =k 1002 . The algorithms start from the same initial
parameter configuration, x0, and they have been evaluated by con-
sidering as stopping criteria the minimum function tolerance value
set to 10�6. Moreover, the GA algorithm and the SQP algorithm have
been tested setting the maximum number of function evaluation
(fcounts) to 3000, while, the number of the starting points of the
MultiStart algorithm has been set to 30. Finally, the GlobalSearch
algorithm has been tested by using the parameters NumTrialPoints1

and NumStageOnePoints2 set to 10 000 and 20, respectively. All the
proposed setting parameters have been adjusted in successive si-
mulations and they have been chosen so that the algorithms pro-
vided the best result. The presented analysis shows that the GA
reaches better results than the other algorithms obtaining a smaller
value of the cost function F. In fact, although the convergence times
1 NumTrialPoints is the number of potential start points to examine in addition
to x0.

2 NumStageOnePoints is the number of points in which the cost function is
evaluated. Only in the point with the best score the optimization is carried out. The
set of NumStageOnePoints trial points is removed from the list of points to
examine.
are not comparable because the SQP algorithm converges in a
number of function evaluation counts less than the other ones, it
sticks in local minima and, so, it provides a worse design in terms of
minimum cost function value. The MultiStart algorithm returns va-
lues similar to the GA but a great number of starting points and a
larger number of cost function evaluation, and then more time, are
required compared to the GA to converge to an optimal value. Finally,
the GlobalSearch algorithm does not seem to be suitable for the
proposed application given the unsatisfactory results obtained during
the optimization process because it sticks in local minima. In con-
clusion, the GA algorithm appears to be the best choice for the
proposed application. Moreover, the use of the AS algorithm, in as-
sociation with the stochastic algorithm MultiStart, is recommended
over the SQP algorithm if a sufficient computational power is not
available.
5.2. The genetic algorithm

After a number of simulation trials, the optimization para-
meters have been set to:



Table 1
Comparison of the optimization algorithms.

Algorithm F

GA (2280 fcounts) �41.2765
SQP (137 fcounts) �16.7716
MultiStart AS (3281 fcounts) �40.5940
MultiStart SQP (3325 fcounts) �38.5824
GlobalSearch AS (147 fcounts) �26.2375
GlobalSearch SQP (137 fcounts) �16.7716

Table 2
Initial joint positions.

Joint positions x (m) y (m) z (m)

a1 �0.0850 �0.1472 0.0400
a2 �0.1700 0 0.0400
a3 �0.0850 0.1472 0.0400
a4 0.0850 0.1472 0.0400
a5 0.1700 0 0.0400
a6 0.0850 �0.1472 0.0400

b1 �0.0418 �0.0498 0.4940

b2 �0.0640 �0.0113 0.4940

b3 �0.0222 0.0611 0.4940

b4 0.0222 0.0611 0.4940

b5 0.0640 �0.0113 0.4940

b6 0.0418 �0.0498 0.4940

Table 3
COG points at instant time t¼0 s.

Part x (m) y (m) z (m)

Base plate 0 0 0.0125
Top plate 0 0 0.5187
Work-object 0 0 0.5680
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� Population Size¼Number of variables�15,
� Number of Generations¼50.

The optimization process stops if the maximum number of itera-
tions is reached or if in two successive generations the cumulative
change in the fitness function value is less than the termination
tolerance value set to be 10�6. The optimization parameters have
been chosen so that the optimization algorithm tends to stop for
the termination tolerance value criteria ensuring that the GA re-
turns the global minimum (otherwise, it is not guaranteed that the
GA founds the best minimum).

For each geometry illustrated in Section 4.1, in order to avoid
collisions between the legs, actuators and fixtures, sets of variable
boundaries have been properly defined. Moreover, such bound-
aries have been defined to satisfy other mechanical design con-
strains, e.g., maximum dimensions of both base and top plates
(0.3500 m and 0.1500 m of radius, respectively, in our case), in-
troduced assuming a limited space available for the robot in-
stallation. The variable boundaries defined for the considered
geometries are reported in Tables 4–8. Moreover, the initial joint
positions, the center of gravity (COG) positions of both the base
plate and the mobile plate and the COG positions of the work-
object fixed to the robot mobile plate, expressed in the world
frame, at the instant time t¼0 are reported in Table 2 and in
Table 3, respectively.

Note that the Griffis–Duffy geometry requires a double GA
process due to the fact that the leg position variable boundaries
have to be computed by using the size of the side of both the base
and top plates as described in Section 4.1.4. The optimization time,
in this case, necessarily increases. The algorithm scheme is re-
ported in Fig. 9. Only one GA is needed for all the other geometries,
instead.
Table 4
SG4 – variable boundaries.

Variable Min Max

ρb (m) 0.1500 0.3500
ρ (m) 0.0600 0.2200
θhb

(deg) 11 49

θh (deg) 17 43
6. Application of the GA based optimization to a realistic
scenario

This section describes the results of the optimization process.
The optimization of the Stewart platform has been carried out by
considering the geometries illustrated in Section 4.1 for the case
studies described in Section 6.1. Moreover, in order to compute the
workspace volume of the Stewart platform, the motor strokes, and
then, the minimum and maximum leg lengths are required. In the
proposed simulations a maximum motor stroke of 0.2500 m is
considered.

6.1. Case study definition

The optimization process has been carried out by considering
two different case studies. The first case study considers a posi-
tioning task in which the hexapod moves a work-object along a
desired trajectory (for example, simulating a spar positioning or a
rib positioning task). The second case study consists of two pha-
ses: in the first phase, the hexapod performs a positioning task as
in the first case study; in the second phase the hexapod holds the
work-object during a manufacturing process, e.g., a drilling pro-
cess. In detail, in the positioning task the hexapod moves a work-
object of 50 kg weight in a desired position along a desired tra-
jectory. The work-object is attached to the mobile plate through a
weld joint simulating a tight grasp. The trajectory is planned in the
Cartesian space and it is defined by imposing the initial and final
poses of the mobile frame (positioned in the COG point of the top
plate and oriented to be parallel to the base frame when the top
plate is parallel to the base plate). The robot moves from the initial
configuration xi to the final configuration xf reported in (8) (po-
sition expressed in meter and orientation in degrees) in a given
time t¼5 s. The motion timing law is of third order polynomial
type. By computing the inverse kinematics of the robot, the leg
lengths have been computed and the inverse dynamics of the
hexapod was solved by controlling the position of each linear ac-
tuator:

=

= − − − ( )

⎡⎣ ⎤⎦
⎡⎣ ⎤⎦

x x0, 0, 0.5125, 0, 0, 0

0.0064, 0.0043, 0.6930, 8, 3, 1 . 8

i
T

f

T

In the second case study, when the mobile plate reaches the final
pose, the manufacturing task starts. The hexapod holds the work-
object fixed in the final position and a force of 500 N is applied
along the x direction at t¼6 s for 2 s on a given point p0 on the
object.

This point is reported in Eq. (9), where WorkObjCOGf
denotes the

final position of the work-object. Fig. 10 shows a graphical re-
presentation of the considered system. In particular, the lower spar
is held in its final position by the hexapod, strictly coupled with
the upper cover, during the overall drilling process:



Table 5
SG8 – variable boundaries.

Variable Min Max

ρb (m) 0.1500 0.3500
ρ (m) 0.0600 0.2200
θa1

(deg) θ− ° +90 Boundb
θ− ° −30 Boundb

θa2
(deg) θ− ° +30 Boundb

θ° −30 Boundb

θa3
(deg) θ° +90 Boundb

θ° −90 Boundb

θb1
(deg) θ− ° +90 Bound θ− ° −30 Bound

θb2
(deg) θ− ° +30 Bound θ° −30 Bound

θb3
(deg) θ° +90 Bound θ° −90 Bound

θBoundb
(deg) 11

θBound (deg) 18

Table 6
OA12 – variable boundaries.

Variable Min Max

ax1
(m) 0.0050 0.2450

ay1
(m) �0.3472 �0.1072

ax2
(m) 0.0700 0.3500

ay2
(m) �0.1000 0.1000

ax3
(m) 0.0050 0.2450

ay3
(m) 0.1072 0.3472

bx1
(m) 0.0018 0.1818

by1
(m) �0.2198 �0.0398

bx2
(m) 0.0240 0.2200

by2
(m) �0.0363 0.0487

bx3
(m) 0.0022 0.1722

by3
(m) 0.0511 0.2111

Table 7
GD2þ6 – variable boundaries.

Variable Min Max

lb (m) 0.30 0.70
l (m) 0.20 0.44
ax2
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Table 8
MSP6 – variable boundaries.

Variable Min Max

ρbint
(m) 0.05 0.18

ρbext
(m) 0.24 0.35

ρint (m) 0.05 0.12
ρext (m) 0.16 0.22
β (deg) 0 60
γ (deg) 0 60
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Fig. 9. Genetic algorithms in Griffis–Duffy geometry.

Fig. 10. The considered system during the drilling phase.
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Moreover, the leg force estimation are also compared by defining a
second trajectory:

=

= − − − ( )

⎡⎣ ⎤⎦
⎡⎣ ⎤⎦

x x0, 0, 0.5125, 0, 0, 0

0.0053, 0.0137, 0.6938, 8, 5, 3 . 10

i
T

f

T

In both the trajectories, a z displacement of about 0.181 m is
considered. A different orientation is considered, instead. Fig. 11
shows the trajectories of the hexapod top plate.

The results of the optimization process are reported below. The
analysis has been carried out by changing the values of the weight
parameters k1 and k2 in the cost function (5) and by considering a
set of initial joint positions obtained from a purely mechanical
design accomplished by reducing the overall dimensions of the
Stewart platform.
6.2. Obtained results

The simulations were performed by considering two sets of the
parameters k1 and k2, i.e., =k 0.11 – =k 1002 and =k 0.11 – =k 102 .
The first set was considered to optimize the hexapod design with the
aim of increasing the robot workspace; the second one, instead, was
considered in order to obtain an optimized designwhich decreases the
leg forces exerted by the robot during the assigned task, but still taking
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       Leg attachment points on 
base plate. In red (the outer
points) the initial design; in
black (the inner points) the
optimized design.

       Leg attachment points on 
top plate. In red (the outer
points) the initial design; in
black (the inner points) the
optimized design.

Fig. 13. Stewart–Gough Geometry (4 Variables) – Case study I: k1¼0.1, =k 1002 .
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into account the workspace volume. In fact, a higher emphasis is given
to the leg force contributionW1 in the cost function F in (5) during the
optimization process by decreasing the weight parameter k2 and, vice
versa, a higher emphasis is given to the leg force contribution W2 in
the cost function F by increasing the same parameter k2. All the geo-
metries described in Section 4.1 have been analyzed by considering
the two sets of parameters. Fig. 12(a) shows the initial workspace of
the Stewart platform and Figs.12(b), (c) show the leg forces required to
execute the tasks described above.

The importance of the trajectory in the optimization phase
can be understood by analyzing the evolution of the leg forces
considering different trajectories as shown in Figs. 13(d),
(e) and Figs. 14(d), (e). In the proposed analysis, the SG4
geometry has been optimized along the first trajectory (Section
6.1) by considering the case study I. Let us consider the ob-
tained design. The leg forces estimated along the second tra-
jectory result to be quite different in terms of magnitude and
time evolution.

Similarly, the specification of the task strongly affects the op-
timization process. Let us consider the previous optimized design
executing the task specified in the case study II. The estimated leg
forces result very high in the manufacturing process although they
did not change during the positioning phase as shown in Figs. 13
(f) and 14(f). A more suitable design in terms of leg force values
can be obtained by considering the manufacturing task in the
optimization process. Figs. 15(d) and 16(d) show that an ad hoc



       Leg attachment points on 
base plate. In red (the outer
points) the initial design; in
black (the inner points) the
optimized design.

       Leg attachment points on 
top plate. In red (the inner
points) the initial design; in
black (the outer points) the
optimized design.

Fig. 14. Stewart–Gough Geometry (4 Variables) – Case study I: k1¼0.1, =k 102 .
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design provides better results than the other one reducing the
maximum force value of about 55% during the manufacturing task.

The results, furthermore, show that a tailored choice of the me-
chanical constraints, of the geometry and the parameters used in the
optimization process, allows us to obtain an optimal hexapod design
that provides a high capability to balance the load of the work-ob-
jects and to counteract the external forces during the selected posi-
tioning or machining applications while avoiding reduction of the
robot workspace volume. Exploiting the anisotropic properties, in
fact, a reduction up to 85% of the maximum force required at the
actuators compared to the initial proposed design has been obtained.

For brevity, the results obtained by considering all the pre-
sented geometries are summarized in Table 9.
6.3. Discussion

By adjusting the weight parameters k1 and k2 in (5), the
presented tool permits us to obtain an optimized solution tai-
lored to specific applications decreasing significantly the forces
exerted by the linear actuators during the task and/or increasing
the robot workspace volume. In fact, the reported simulations
show that by decreasing the k2 value, the leg forces and the
volume workspace decrease accordingly, or, vice versa, a larger
workspace can be obtained by choosing a k2 larger than k1, e.g.,
SG4-a, although a higher maximum leg force is achieved.
Moreover, given the initial design in Fig. 12 that requires a
maximum leg force value of about 2650 N and allows us to



       Leg attachment points on 
base plate. In red (the inner
points) the initial design; in
black (the outer points) the
optimized design.

       Leg attachment points on 
top plate. In red (the inner
points) the initial design; in
black (the outer points) the
optimized design.

Fig. 15. Stewart–Gough Geometry (4 Variables) – Case study II: k1¼0.1, =k 1002 .
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obtain a volume of =V 0.20086 mW
3, the presented optimized

designs surely provide a smaller maximum leg force (up to 85%
reduction of the maximum force in the OA12 geometry). This
results into a more accurate and cost-effective choice of the
mechanical components of the platform. Moreover, the simu-
lations show that the unsymmetric geometries are more useful
than the symmetric ones for such applications in which forces
tangential to the top plate are considered. In fact, as shown in
Table 9, the SG8 and OA12 geometries provide smaller forces
than the other ones in the drilling phase (460 N and 489 N, re-
spectively) by keeping the plate dimensions inside the imposed
bounds, and, so, by reducing the robot encumbrance inside the
flexible fixture.
7. Conclusion

In this work a design approach to support the optimal design
of a cost-effective Stewart platform-based mechanisms for
manufacturing applications and to facilitate the choice of sui-
table components for both actuation and mechanical con-
struction was presented. Various symmetric and unsymmetrical
geometries have been analysed to show how the optimal design
approach can lead to effective results with different robot
configurations. Moreover, a comparison between the GA, the
SQP algorithm, the MultiStart and the GlobalSearch algorithm
has been carried out in order to select the best one in term of
minimization accuracy and convergence velocity. The
comparison of the optimization algorithms shows that the GA is
the best candidate for the proposed application because the
other algorithms stick in local minima, i.e., GlobalSearch and
SQP, or require a larger number of starting points and a larger
number of cost function evaluation, i.e., MultiStart, than the GA.
So, all the proposed simulations have been carried out by using
the GA.

The simulation results show that the optimization tool al-
lows us to optimize the hexapod design by decreasing sig-
nificantly the forces needed to counteract external forces ap-
plied to the mobile platform during the selected positioning or
manufacturing applications, e.g., drilling, and avoiding reduc-
tion of the robot workspace volume. Different from existing
work, by exploiting the anisotropic properties of the considered
geometries, a reduction up to 85% of the maximum force re-
quired at the actuators (compared to the initial design) were
obtained while keeping, at the same time, relatively small the
size of the platform. The gravity contribution and the forces
acting on the robot during the considered tasks, such as drilling
forces applied on the work-object attached to the top plate of
the hexapod, were considered in the computation of the robot
dynamics.

In conclusion, the proposed tool can be used to optimize the
design of Stewart platform-based mechanisms and to allow a
more accurate and tailored choice of the mechanical compo-
nents of the robotic platform thus obtaining a real cost-effective
solution. Multiple objectives have been pursued: the reduction
of the leg forces for the dimensioning of the actuators, the



Table 9
Simulation results.

Considered design Max pos. force
(N)

Max man. force
(N)

VW (m3)

Initial design 194 2650 0.200860
SG4 - Case I: =k 1002 230 10 400 0.52848

SG4 - Case I: =k 102 143 3965 0.48072

SG4 - Case II: =k 1002 116 1210 0.270140

SG4 - Case II: =k 102 167 535 0.025509

SG8 - Case I: =k 1002 226 – 0.520960

SG8 - Case I: =k 102 156 – 0.476040

SG8 - Case II: =k 1002 149 768 0.193180

SG8 - Case II: =k 102 162 460 0.026268

OA12 - Case I: =k 1002 162 – 0.504220

OA12 - Case I: =k 102 141 – 0.459170

OA12 - Case II: =k 1002 156 1037 0.326830

OA12 - Case II: =k 102 144 489 0.032568

GD2þ6 - Case I: =k 1002 435 – 0.231880

GD2þ6 - Case I: =k 102 343 – 0.0023545

GD2þ6 - Case II: =k 1002 350 748 0.012091

GD2þ6 - Case II: =k 102 360 658 0.0039947

MSP6 - Case I: =k 1002 212 – 0.483340

MSP6 - Case I: =k 102 157 – 0.435040

MSP6 - Case II: =k 1002 117 1495 0.250080

MSP6 - Case II: =k 102 141 700 0.030380

       Leg attachment points on 
base plate. In red (the inner
points) the initial design; in
black (the outer points) the
optimized design.

       Leg attachment points on 
top plate. In red (the outer
points) the initial design; in
black (the inner points) the
optimized design.

Fig. 16. Stewart–Gough Geometry (4 Variables) – Case study II: k1¼0.1, =k 102 . (For interpretation of the references to color in this figure caption, the reader is referred to
the web version of this paper.)
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increasing of the volume of the robot workspace to keep the
trajectory inside the robot workspace, and the reduction of the
robot dimensions to keep small the encumbrances inside the
flexible fixture.
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