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Abstract 

The problem of blind multiuser detection f o r  an asyn- 
chronous multicarrier D S K D M A  system employing multi- 
ple  transmit and receive antennas over a Rayleigh fading 
channel is considered in this paper: The solution that we de- 
velop requires prior knowledge of the spreading code of the 
user to be decoded onlx while knowledge of the propaga- 
tion delay and of the channel impulse response f o r  the user 
of interest is not required at  the receiver. The proposed re- 
ceiver is immune to co-channel interferers transmitting with 
an arbitrarily large power and, a s  computer simulation re- 
sults corfirm, performspretry close to the ideal linear mini- 
mum mean square error receives which requires knowledge 
of the spreading codes, symbol timings and channel impulse 
responses f o r  all the active users. 

1. Introduction 

The explosive growth of the demand for high data-rates 
services through wireless links has posed the problem of de- 
vising modulation schemes and multiple access strategies 
with high spectral efficiency and intrinsically resistant to 
multipath distortions. Third-generation (3G) cellular sys- 
tems are/will be mostly based on the Direct-Sequence Code 
Division Multiple Access (DSKDMA) strategy, which is 
nowadays the leading technology for the realization of the 
air interface of many current cellular networks [ I ] .  On the 
other hand, it is well-known that, due to the vely short 
chip-duration, one of the main shortcomings of high-rate 
DS/CDMA systems is the need for fast electronic circuitry 
and channel equalizers, and the critical role played by the 
synchronization process at the receiver stage. In order to 
circumvent these drawbacks, it has been recently suggested 
to combine the potentiality of DSKDMA systems with the 
benefits of multicarrier modulation formats: this leads to 
the concept of multicarrier CDMA, which was introduced 
in the early 90's (see [6] for a review of multicamer CDMA 
techniques), and which is a serious candidate for the real- 
ization of the air interfaces of fourth-generation wireless 

cellular networks. Generally speaking, in a multicarrier 
system the available bandwidth is partitioned in many sub- 
bands, which are occupied by independently modulated dig- 
ital signals. This partition has two positive effects: (a) 
the propagation channel in  each sub-band is frequency-flat, 
i.e. there is no intersymbol interference at the receiver; 
and (b) the symbol duration for the data signals occupy- 
ing the frequency sub-bands grows linearly with the number 
of sub-bands, thus implying that the need for fast electron- 
ics and high-performance synchronization schemes is less 
stringent. The combination of the multicarrier concept with 
the CDMA technology has led to the birth of three main ac- 
cess schemes, i.e. multitone CDMA [ 11, 121, multicarrier 
CDMA [14, 5,  151 and multicamer DSKDMA [7, 8, 9, 31. 
This paper is concerned with the multicarrier DS/CDMA 
technique, even though the results herein presented can be 
easily extended to the other two modulation formats. 

Besides the use of multicarrier modulation schemes, an- 
other interesting strategy to obtain high data-rates systems 
is to resort to the use of multiple transmit and receive an- 
tennas. Indeed, it has been recently shown that the capacity 
of a multi-antenna wireless communication system in a rich 
scattering environment grows with a law approximately lin- 
ear in the minimum between the number of transmit and 
receive antennas [IO]. Indeed, on one hand, the use of mul- 
tiple transmit antennas permits increasing the system data- 
rate without increasing the system bandwidth; on the other 
hand, the use of multiple receive antennas leads to improved 
system performance due to the diversity gain. Motivated by 
these considerations, several papers that have recently ap- 
peared in the literature present theoretical findings and/or 
performance results for both single-user and multiuser mul- 
tiantenna systems [4]. 

In this paper we consider an asynchronous multicamer 
DSICDMA system employing multiple antennas. We pro- 
pose a new detection strategy, which does not require any 
knowledge beyond the spreading code for the user of in- 
terest. The proposed receiver has a two-stage architecture; 
the former stage suppresses the multiple access interference 
(MAI), while the latter stage is aimed at signal-to-noise ra- 
tio and BER optimization. Interestingly, the proposed re- 
ceiver is immune to co-channel interferers with arbitrarily 
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large power and it performs pretty close to the ideal MMSE 
receiver, which requires knowledge of the spreading codes, 
channel states and propagation delays for all the users. 

Nufation: in the following, MmXvL(C)  is the set of all the 
m x n-dimensional matrices with complex entries; Im.(A)  
is the image of A, i.e. its column range span; K e r ( A )  is the 
kernel of A , k .  the orthogonal complement of Zm(A); the 
superscripts (.), (.)T and (.)w denote conjugate, transpose 
and conjugate transpose, respectively; the symbols < ., . >, 
@and 0 denote the canonical scalar product, the Kronecker 
product and the Schur (i.e. component-wise) matrix prod- 
uct, respectively; d i a g ( a )  denotes a diagonal matrix con- 
taining the entries of the vector a on its diagonal; finally 
A+ is the Moore-Penruse generalized inverse of A. 

2. System Model 

The general diagram of a multicamer communication 
system equipped with multiple transmit and receive anten- 
nas is shown in figure 1 .  A block of nt symbols is converted 
from serial to parallel and each symbol feeds a (spatially) 
separate antenna. Thus, the nt symbols are transmitted in 
parallel, achieving an n,-fold increase in the data rate, and 
received on n? spatially separated receive antennas, pro- 
viding an nr-th order receive diversity to combat fading 
(the coherence bandwidth of the channel is assumed to be 
smaller than the overall transmitted signals’ bandwidth). 

According to the above assumptions, the complex enve- 
lope of the signal received on the r-th antenna can be written 
as 

where K is the number of active users, P is the length of 
the transmitted frame, b f ( l )  is the symbol transmitted by 
the t-th antenna of the k-th user at the I-th bit interval, T b  
is the the bit duration, rk E [O: 7’6) is the k-th user’s delay 
and nF(t) is the additive white Gaussian noise on the k- 
th receive antenna, independent for different antennas, with 
power spectral density equal to 2Nn. Finally, sf.,(.) is the 
signature transmitted by the t-th antenna of the k-th user 
and received, after propagation, at the r-th antenna (namely 

Lq 1C.01 
Figure 1. Scheme of a communication system 
with multiple transmit multiple receive. 

Figure 2. General 
carrier DSICDMA. 

d i 2h.l-2 2 M - 1  
1 = i A{, . . . (2  + i)M - 1 2p.m 

1 2k-2 2 -1 

AID converter for multi- 

it is a “spatial” signature related to the signal one through 
the channel impulse response). In a multicarrier DS/CDMA 
system with a sufficiently large number of carriers so that 
the channel coherence bandwidth exceeds the carrier spac- 
ing and assuming that cyclic prefix or guard interval are 
employed in order to avoid interference between succes- 
sive transmitted symbol on each subcarrier, this signature 
is written as 

2 E k  N - l  A l - 1  

“=n ,n=0 
s&(t) = H ~ , ~ , ~ E  &(m) $(t-m~,) eZri’,bt. 

(2) 
/z 

Here, E: is the bit energy, N is the number of sub-carriers 
and kI is the spreading gain along each sub-carrier. If 
c: is an AIM-dimensional vector representing the spread- 
ing sequence for the t-th antenna of the k-th user, then 
we denote by c& the M-dimensional spreading sequence 
on each sub-carrier, obtained segmenting c: into N sub- 
sequences. The quantity T, = TblA’l is the chip duration 
and $(t)  is a bandlimited chip waveform. Denoting by 
p(t) = r+(t) = J, $(z) $(z - t )  d z  the cross-correlation 
function of $(t), we assume that p(.) is a bandlimited 
Nyquist waveform, i.e. p(n,T,) = 6(n). In (2) H,k,,,, is the 
complex Gaussian random variate representing the fading 
attenuation experienced by the n-th sub-carrier in its propa- 
gation from the t-th transmit antenna of the k-th user to  the 
r-th receive one; we assume that the variates Ha,,:, are in- 
dependent for all n, t, T and k. Finally, fn is the frequency 
of the n-th subcarrier with the subcarrier spacing exceed- 
ing the coherence bandwidth of channel in order to obtain 
independent fading (note, however, that to further ensure 
independence, it is only matter of incorporating sufficient 
interleaving). 

At the receiver side, the signal observed on each antenna 
is converted to discrete-time; to illustrate further, let us fo- 
cus on the k-th user signal and on a system with one trans- 
mit and receive antenna. According to the scheme in figure 
2, there are N branches (i.e. as many as the number of 
carriers) in the AID converter. each one consisting of a mul- 
tiplier and of a chip-matched filter, whose output is sampled 
every T, seconds. Since the timing of the desired user is not 
known, we consider for further processing 2Mh’ samples 
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of the received signal (i.e. 2A4 samples for each sub-carrier) 
so that one complete symbol is guaranteed to be observed. 
At the n-th branch, the output of the matched filter is written 
as 

(3) J,v(z) +(z - t )  e-zri fntdz .  

i k  = LgJ and cik = T~ - ik T, 

Now, if we let 

(4) 

and define the following A4 + 3 and 2M-dimensional vec- 
tors: 

ik 

( 5 )  

c; = [ . .. ] E Mz.uxnr+:j(C) (6) 

the 2II.I-dimensional vector containing the 2M samples 
(relative to the w t h  sub-camer) corresponding to the inter- 
val [iTb, ( i  + 2)Tb) can be written as 

along with the matrix 

,+A1+2 

rn(i) = bk( i  - l)H2Cz,-lg$r,b + b'(i)H!$ggbub+ 
+bk(i + l ) H ~ C ~ , + l g ~ u ,  + n(i) . 

(7) 
In deriving the above equation we have assumed that 
lp (.)I N 0 V I Z  > 2Tc; the matrices C:, - ]  and C;,+, E 
M~h,~,v+:j(C),  instead, are defined as 

c:,-] = C k  i c:L,+l = [ 0 ] , (8) 
c: H 

where CkH and Cg, E Mhrxh~+3(C) contain the A{ up- 
per and A4 lower rows of the matrix C i ,  respectively. 

The vectors on the N carriers can be stacked up so as to 
obtain the following vector: 

r(i) = ( ; . ) = bk(i  - l)C?-lgk + bk(i)Ckgk+ 

+ bk(i + l)C$,gk + n(i) E CZArN. 
(9) 

In eq. (9) g k  = hk @ g:ub, with, in turn, hk = 
( H i . .  . Hk-,)T t CN denoting the vector of the Rayleigh 
fading coefficients; moreover, we have that 

) €Mznr~w+: i (C)  (10) 

rdi) 

rN-I(Z) 

ck = ( '.. 
G - 1  

while the matrices Ck1 and C$, are defined similarly to 
eq. ( IO) ,  and n( i )  = ( n o ( i ) .  ' '  n,--l(i))T is a zero-mean 
Gaussian random vector with covariance matrix M O I 2 h f N .  

In the general scenario with K active users each one 
equipped with multiple antennas, the discrete time signal 
received at the r-th antenna is represented by the following 
2h.f N-dimensional vector: 

K-1 nt-1 

r7(i) = [C?,-,gt,,b?(i-l) + Ctgt,,.b:(i)+ 

+CF,+, g:,? b: (i+l)]  + n,. ( i )  = b: (i)C:g& +z, ( i )  +n,. ( i ) .  
( 1  1) 

Assuming that we are interested in decoding the informa- 
tion symbols transmitted by the 0-th antenna of the 0-th 
user, then in (1 I )  C:g& is the useful signature, z T ( i )  rep- 
resents the self-interference, MA1 and IS1 contribution and 
nr(i) is the thermal noise. Note that the subscript "t" points 
out that each transmit antenna of a given user is assigned a 
different spreading sequence, a condition that will be shown 
to be necessary in blind systems. Finally then, observahles 
can be stacked in the vector: 

r(i) = ( "(i) )= b:(i) ( j ) + ( "(l) ) + 

E C2MN'Lr; 

k-0  t=o 

C%8;0 

Zn, - l ( i )  
n o  

rnF-l(C c"gt i ,n7- l  

+( = bg(i)s: + z ( i )  + n( i )  

The detector analyzed is linear and represented by 
the vector m = De, with llmll = 1 (see figure 
3). In what i t  follows, we also assume differential data 
encoding-decoding so as to cope with the absence of a 
phase reference. At the receiver side, the observables 
ro(i), . . . ,rnr-l(i) can be either processed separately and 
then combined or processed simultaneously; we'll refer to 
the former case as non-cooperative reception while to the 
latter case as cooperative reception. If we adopt a non- 
cooperative scheme, the signal at the output of the nr an- 
tennas is processed through as many detectors. The output 
of the r-th detector is expressed as (r7(i)> m?). A com- 
bining block then forms the n,. unquantized estimates of 
the differential phase d 7 ( i )  = (rT(i), m?) (r?(i - l), m7) 
and combines them according to two different strategies: 

1. Hard Integration (with a randomized offset): 
71,--1 

&i)=sgn[Csgn [W (dY(i))l+u.], 21- U( (-4; f ) ) ; 
r=1 

"*Cl 

2. Soft Integration: $(i) = sgn[a( d7( i ) ) l  
r=l 
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T ( i )  D y(i I e mHr(2) the solution to the above problems is written as 

D = (R + S:S:H) - '  S: B , (18) 

Figure 3. Linear Receiver scheme. 

In the above rules, &i) is the detected information bit af- 
ter that the differential encoding has been removed. Note 
that having imposed l/mTll = 1, for T = 0, .  . . , nF - 1, 
implies that all the estimates of the differential phase are 
uniformly weighted and therefore the soft integration is ef- 
fectively an equal gain combiner technique. Conversely, 
with regard to the cooperative receiving scheme, the ob- 
servables are first stacked in a unique vector as in (12) and 
then processed with a single receiver obtaining 8(i) = 

sgn [R (((2); m) ( r ( i  - l), m))]. Obviously, the coop- 
erative scheme brings, at the price of some complexity in- 
crease, a substantial performance improvement with respect 
to the non-cooperative detection schemes. 

Notice that eq. (12) reduces to (1 1) when we have one 
receive antenna. As a consequence, the synthesis of the 
receiver can be carried out once for both the situations of 
cooperative and non-cooperative detection considering the 
observables in (12): 

r(i) = b:(i)S:g:+z(i)+n(i) = q(i)+n(i) 

with correlation matrix: 

E CzNnmr , 
(13) 

FL. = E [r(i)rH(Z)] = R, + 2b&,+1~ . (14) 

Let us now move on to the synthesis of the two-stage re- 
ceiver. 

3.1. Synthesis of the first stage D 

Looking at eq. (13). i t  is seen that the useful signa- 
ture is a linear combination of the columns of S:  accord- 
ing to the entries of the vector g:, thus implying that it lies 
in Irn(S8) E C("+")""F. The first stage is thus a non- 
invertible transformation of the observables, i.e. 

y(i) = DHr(i) , (13 
where D E M ~ ~ I N , , ~ ( ~ < + ~ ) N , , ( C )  matrix solving one 
the following constrained minimization problems 

The first cost function is the classical one for minimum 
mean output energy (MMOE) while the second involves the 
minimization of the noise-free observahles. Note that the 
constraint ensures that the signal of interest always survives 
after the non-invertible transformation. 

Following the same steps as in [2], wherein a single- 
antenna DSKDMA system is considered, it can be shown 
that under the assumption 

dim (Im(R,) n Irn(S:S:")) = 1 , (17) 

where B = [(CO ( R + S : S i H ) + S t H )  o I ] - l d i a g ( O )  

and p t C("f3)N'L'. is an arbitrary vector with strictly pos- 
itive entries and R can be either R, or R,. If R = R,, D 
is the solution to the former problem in (16) and subsumes, 
as a special case of non-fading channel with known timing, 
the MMOE solution, equivalent to the MMSE one; thus we 
refer to this solution as an MMSE-like receiver. Otherwise, 
if R = R,, D is the solution to the latter problem i n  (16) 
and subsumes in the same way the ZF solution; we thus 
refer to this solution as ZF-like receiver. Since scalar mul- 
tiplicative constants can be shown to have no influence on 
the decision rule, the matrix D can be also expressed as: 

D = (R+S:S:*)+S:. (19) 

3.2. Synthesis of the second stage e 

Assuming that the blocking matrix D has suppressed the 
most pan of the MA1 and IS1 contribution (the term DHz(i) 
is very small in the MMSE-like receiver while is exactly 
zero in the ZF-like one) the observables at the output of the 
second stage can be written as 

y(i) = b:(i)DHS:g: +DHn(i )  . (20) 

The vector e is then chosen so as to minimize the BER, 
i.e. i t  is the cascade of a whitening filter and of a fil- 
ter matched to the whitened useful signal. Upon consid- 
ering the following "economy size" singular value decom-. 
position D = UoAVH, the whitening filter is VA-', 
with A E M(nr+s )~ , ,~ (n r+a )~ , , (C)  a diagonal eigenval- 

square matrix. Accordingly, the whitened observables are 
given by 

y,.(i)= (VA-')HDHr(i)=bO(i)U~Cog~+U~DHn(i) 
(21) 

and the matched filter is UgCugo. Since g: is not known, 
a further processing is needed to obtain an estimate of the 
matched filter. In particular, notice that the correlation ma- 
trix of y,"(i) can be written as 

ues manix and V E M(hl+3)Nn,x(Af+3)Nn,(@) a unitary 

H O O H  % = (uDsOgU) f 2N01(hJ+3)NnF , (22)  

Consequently, the eigenvector umar corresponding to the 
largest eigenvalue of Ryw is parallel to UgSggg, and the 
receiver second stage is e = V A-'umaZ. Thus the com- 
plete receiver is given by: 

m =  De = U D A V ~ V A - ~ U , , ,  =UDU,,,,. (23) 

In practice, the vector umaD is estimated through an 
eigendecomposition of the sample covariance matrix 
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KW of the whitened observables y,,,(i) with Ryw = 
. 0-1 

a.$ 

0.3 

Ai"a by product of the previous derivations, an estimate 
(up to a scalar factor) of the discrete-time channel impulse 
response g: can be obtained, based on the consideration that 
umoz is parallel to UgSggg. Accordingly, the estimate 
of g: is: 

(24) -n - Ii n -1- 
= (UDSO) Urnan 

3.3. Maximum Number of Users 

Condition (17) states that s: can be univocally de- 
termined as the common direction of the two subspaces 
fm(R,) and I r n ( S l )  and then is called identijabiabrlity con- 
dition, common to all the detectors using a subspace ap- 
proach. This condition puts a limit on the maximum rank of 
R,, and, consequently, on the maximum number of users 
K,,,, that the system can reliably accommodate. K,,,, 
can be easily found by observing that: 

Ph.fNn,l dim( Im( R,)UIrn(  S:SY)= 3 K7rt+(M+3)Nn,- 1 
(25)  

+ I Y * c a * - d  - ZFAk 
. . :~ . : .  .. .: ........... +U*ISE',*e ~ 

I [ ( A 4  - 3')F + 1 
and then K,,,,, = 

It is finally worthwhile noticing that: 

K,,,, can be raised enlarging the processing window; 
in particular taking (2m+2)11fNnF samples K,,,, = 

L ( 2 m + 3 ) n t  

The cwperative detection scheme can accommodate 
a larger number of users than the non-cooperative 
scheme at the price of some complexity increasing. In 
fact, due to the inversion in the first stage and to the 
singular value decomposition in the second one, the_re- 
ceiver complexity is cubic with the dimension of R,, 
i.e. i t  is 0 ( ( ~ ? l N n , ) ~ ) .  So, the cooperative scheme 
has a complexity proportional to ?I:, while the non- 
cooperative one is proportional to n,.. Note, however, 
that, coupling the RLS procedure with subspace track- 
ing techniques as in [2],  the overall complexity can be 
limited to be quadratic. 

1. (2m+2)A4An, - (hI+3)Nn, + 1 

. . . ~  ..... ~ . . . .  
a 

. . . . .. . . . .. ,. . . . . . . . . . .. . . . .. . . . , .. . . . . . . . .. . . . . .. . . . . ., . . . . . . 

two transit antennas, the cross-correlation r+(t) of the chip 
waveform is a raised cosine with roll-off factor 0.22, the 
number of sub-carriers N is 4 and the spreading over each 
one A l  is 8 (the composite spreading gain is then 32 and the 
spreading sequences are PN of length 31 stretched out with 
a -1);  finally the sample correlation matrix R. is obtained 
through an estimate over Q = 1300 samples). The proba- 
bility of error and channel estimation quality of the receiver 
are shown versus the ratio $ and are compared with the 
ones of the MMSE-like limit receiver (i.e. when the sam- 
pled correlation matrix tend to the real one), subspace-based 
MMSE and ZF receivers (i.e. the one proposed in [ 13, 91 
where the orthogonality between the noise subspace and the 
useful signal s: is exploited to extract the timing and the 
channel required to realize the c_anonical decorrelating and 
MMSE receivers: mh,bfSE = mZF = R$$) and 
ideal MMSE receiver (i.e. m = R;'sn). 

The Monte Carlo simulation are presented in a severe 
near-far scenario (+15dB) and with 3 active users, for both 
cooperative and non-cooperative reception (note that the 
maximum number of user for the cooperative scheme is 6 
while for the non cooperative one is 3, so, in the latter case, 
the network is fully loaded; note also that enlarging the pro- 
cessing window with rn = 2 the maximum number of user 
in the cooperative case grows to 21). Figure 4 show the cor- 
relationcoefficient p = @ , g ~ ) / ( ~ ~ ~ ~ ~ ~  1lg:lI) versus $ in 
order to evaluate the channel estimation quality, while fig- 
ures 5 and 6 present the system BER. In the non-cooperative 
scheme, with the network fully loaded, best channel estima- 

* If each user were given one signature, then the iden- 
tifiability condition would not hold any longer, and 
the implementation of the second stage of the receiver 
would end up problematic. In this situation, training 
sequences are needed to separate the signals transmit- 
ted by the n,t antennas of each given user. 

tion is achieved by the ZF-like receiver, immediately fol- 
lowed by the subspace-based one, while for the cooperative 
case both the ZF-like and MMSE-like receiver outperform 
the subspace-based one. This trend is maintained in the 
error probability: ZF-like receiver performs slightly better 
then the ZF subspace-based one in both the cases while the 
MMSE-like receiver do that only in the cooperative case. 

4. Numerical Results 

The performance of the proposed detector is investigated 
through Montecarlo simulation results representing the sys- 
tern BER averaged over lo4 random channels and delays 
realization. In the simulation each user is equipped with 
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Figure 5. Error probability versus % for non 
cooperative soft integration reception. 

Figure 6. Error probability versus h for co- 
operative reception. 

Finally note that the cooperative reception outperforms the 
non-cooperative one and, for large Q, achieves a perfor- 
mance practically coincident with that of the ideal MMSE 
receiver. 

5. Conclusions 

In this paper we have considered the problem of 
blind multiuser detection for asynchronous multicarrier 
DSKDMA systems equipped with multiple transmit and 
receive antennas. This is nowadays an interesting research 
topic, since multicarrier modulation formats coupled with 
the use of multiple antennas represent a suitable means to 
achieve high data-rates on the wireless channel at a reason- 
able computational and practical implementation cost. The 
receiver that has been proposed here is code-aided, in the 

sense that it requires knowledge of the spreading code for 
the user of interest only, while no prior knowledge on the 
channel state and on the timing offset is needed. Simula- 
tion results have shown that the proposed detection strat- 
egy performs pretty close to the ideal MMSE receiver, and 
that the use of multiple receiving antennas has a beneficial 
impact on the system performance. Future work on this 
topic comprises the consideration of space-time and space- 
frequency codes, as well as the extension of the proposed 
detection strategy to the situation in which the channel is 
time-dispersive, i.e. it does not remain constant over the 
whole transmitted frame. 
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