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Summary 

In light of the significant challenges presented by the 21st century, sustainable 

development emerges as a crucial imperative. It embodies our collective responsibility 

to address environmental, social, and economic issues, thereby ensuring an improved 

quality of life for both present and future generations. 

This doctoral dissertation offers a pathway toward a safer and more sustainable 

future by investigating innovative solutions that fulfill the immediate need for healthier 

indoor environments, while also aiming for the long-term goal of achieving a carbon-

neutral landscape. In all three parts of the doctoral thesis, the use of experimental and 

Computational Fluid Dynamics (CFD) approaches is evident to study and evaluate 

different aspects of the engineering field and sustainability world. Environmental 

aspects, indoor air quality and efficiency of energy systems are the main components 

of this dissertation. 

In Part I of the dissertation, the focus is on energy conversion systems and the 

decarbonization strategies associated with these engineering systems. Specifically, 

Waste-to-Energy (WtE) plants play a significant role in the global waste management 

economy and have a substantial impact on climate-altering substances that pose risks 

to both the environment and human health. This section analyzes various 

Computational Fluid Dynamics (CFD) numerical approaches to understand and 

evaluate the operating conditions and the evolution of syngas within the combustion 

chamber. A comparison is made between a numerical gaseous combustion strategy 

and non-reacting and lumped model approaches, demonstrating that CFD methods are 

crucial for accurately assessing the operating conditions of WtE plants and for 

minimizing the formation of dioxins and other harmful climate-altering substances. 

Additionally, CFD numerical models have been utilized in the study of orifice plate 

flowmeters in the transportation sector, to enhance the efficiency of experimental 

procedures and novel fluid tests. 

Part II centres on the modelling of Indoor Air Quality (IAQ) in indoor environments 

using both numerical and experimental techniques. This section of the dissertation, 

encompassing Chapters 4, 5, and 6, builds upon the evaluation and refinement of 

numerical Lagrangian methods, underscoring the vital role of Computational Fluid 

Dynamics (CFD) in analyzing airflow patterns, particularly in close-contact and shared 

settings. Despite the extensive exploration of the Lagrangian approach to airborne 

particles in scientific literature, some unresolved challenges remain. To address these 



gaps, this section introduces a comprehensive benchmark study aimed at enhancing 

the reliability and accuracy of numerical methods. Chapter 4 focuses on the physical 

modelling of transport routes for respiratory particles and integrates CFD into the 

Lagrangian analysis. Chapter 5 details an experimental campaign conducted at the 

Aerodynamics Laboratories of Delft University of Technology. In this study, a side 

mirror model of a car was tested in an open-jet facility, where velocity measurements 

were taken using Particle-Tracking Velocimetry (PTV) under three distinct seeding 

particle scenarios. This chapter discusses time-averaged velocity fields, and velocity 

fluctuations, and provides a thorough uncertainty analysis of the experimental results. 

The findings from Chapter 5 are subsequently employed in Chapter 6 to validate a 

CFD tool developed within the OpenFOAM framework. This chapter includes a 

comparative analysis of Unsteady Reynolds-Averaged Navier-Stokes (URANS), 

Large Eddy Simulation (LES), and Detached Eddy Simulation (DES) methodologies, 

offering valuable insights into the strengths and limitations of each method in 

replicating the experimental outcomes. 

Part III redirects focus to the implementation of the models created and examined 

in the previous section. Specifically, it looks at a face-to-face arrangement between 

individuals and a patented protective device. This section provides an assessment of 

the numerical strategy outlined in Chapter 4 concerning indoor air quality (IAQ), 

which serves as the core component of indoor environmental quality (IEQ). The 

emphasis is on the examination of IAQ and infection risk potential (IRP), carried out 

through both experimental methods and Computational Fluid Dynamics (CFD) 

simulations, across two specific scenarios involving close interactions between two 

individuals in a shared space. An analysis of airborne particle transmission behavior 

in close contact situations was detailed in Chapter 7. A comprehensive method was 

formulated to evaluate the risk of SARS-CoV-2 infection during close proximity 

encounters (less than 2 meters). A CFD numerical model was created to estimate the 

volume of droplets and the viral load inhaled and deposited on a susceptible person at 

varying distances. The results of the model were validated using Particle Image 

Velocimetry (PIV) measurements, which defined the airflow resulting from human 

exhalation. The research is centered on direct interactions in stagnant air scenarios, 

integrating thermo-fluid dynamic modeling of exhaled droplets and viral load to 

evaluate infection risk. Chapter 8 shifts its focus to a larger indoor setting: a university 

lecture hall. The investigation examines how varying the airflow rate from the 

ventilation system influences the dispersion of airborne droplets released by a teacher 

lecturing for a 2-hour period. Findings indicate that increasing the airflow rate from 



the HVAC system does not consistently enhance indoor air quality or lower occupant 

exposure. The dissertation then analyzes a personal protective device, which is 

evaluated in both face-to-face and shared environmental contexts. CFD plays a crucial 

role in delivering valuable insights and analysis regarding the fluid dynamics of the 

device and the movement of respiratory particles in the examined setup. 
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INTRODUCTION 

1.1 Research background and scope 

 The last decade has been marked by the need of society to shift towards a holistic 

approach to global development. The only key to success is represented by sustainable 

development which integrates economic growth, social inclusion, and environmental 

protection. In a common sense, sustainable development as development that meets 

the needs of the present without compromising the ability of future generations to meet 

their own needs. This concept highlights the importance of balancing current 

developmental needs with the sustainability of resources and the environment for 

future generations. Sustainable development aims to create a balanced and equitable 

future by addressing these interconnected dimensions. This approach ensures the well-

being of current populations and safeguards the resources and ecosystems needed by 

future generations. The transition to sustainable development requires innovative 

solutions, collaborative efforts, and a commitment to long-term thinking, as the world 

faces challenges such as climate change, resource depletion, and social inequality. As 

we move forward, embracing sustainable development principles will be crucial in 

building resilient communities, fostering inclusive economic progress, and preserving 

our planet's health. 

This thesis delves into the intersection of these critical areas, exploring how 

improvements in indoor air quality and the efficiency of energy systems can contribute 

to sustainable development goals. Indoor air quality, an overlooked aspect of 

environmental health, has significant implications for human well-being, productivity, 

and quality of life. By investigating innovative solutions and assessing their impact on 

both environmental sustainability and human health, this research aims to provide 

actionable insights that align with the broader objectives of the SDGs. This includes 

examining cutting-edge technologies, policies, and practices that can improve air 

quality within buildings, such as advanced ventilation systems, air purifiers, and 

sustainable building materials. Furthermore, the efficiency of energy systems is crucial 

for reducing environmental impact and enhancing energy security and economic 

stability.  
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The present thesis aims to contribute to addressing several Sustainable 

Development Goals (SDGs):   

• SDG 3: Ensure healthy lives and promote well-being for all ages by reducing 

mortality, combating diseases, and providing access to essential health 

services and medicines. 

• SDG 7: Ensure access to affordable, reliable, sustainable, and modern energy 

for all by increasing renewable energy, improving energy efficiency, and 

expanding infrastructure. 

• SDG 11: Make cities and human settlements inclusive, safe, resilient, and 

sustainable by ensuring access to housing and services, enhancing 

sustainable urbanization, and reducing environmental impact. 

• SDG 13: Take urgent action to combat climate change and its impacts by 

strengthening resilience, integrating climate measures into policies, and 

improving education and capacity on climate change. 

• SDG 15: Protect, restore, and promote sustainable use of terrestrial 

ecosystems, manage forests, combat desertification, and halt biodiversity 

loss to ensure the sustainability of land resources. 

Through a multidisciplinary approach, this study aims to enhance our understanding 

of how integrated strategies can promote healthier, more energy-efficient, and 

sustainable communities. It will combine insights from environmental science, 

engineering, public health, and urban planning to develop comprehensive frameworks 

for sustainable development. By aligning with the Sustainable Development Goals 

(SDGs) 3 and 11, which prioritize the well-being and security of individuals in our 

global society, this thesis explores the critical role of indoor environmental air quality 

in promoting health and sustainable urban living. Poor air quality can significantly 

impact both physical and mental health, making it essential to ensure clean and safe 

indoor environments in achieving these goals. This work examines various 

engineering strategies aimed at improving indoor air quality (IAQ), including 

advanced ventilation systems, air purification technologies, and sustainable building 

designs. These strategies not only contribute to the health and well-being of occupants 

but also support the development of sustainable cities and communities by reducing 

environmental impacts and enhancing the resilience of urban infrastructures. The 

thesis also highlights the intersection of health, technology, and sustainability in 

fostering environments that are both livable and sustainable. SDGs 7, 13, and 15 

emphasize environmental sustainability, conservation, and climate action. Waste-to-
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energy (WTE) plants, carbon capture systems, and advanced energy accounting 

methods play crucial roles within this framework. WTE plants transform municipal 

and industrial waste into energy, decreasing reliance on landfills and lowering 

greenhouse gas emissions while producing renewable energy. This supports the 

integration of renewable energy sources (RESs) into the energy grid, promoting a 

circular economy and reducing dependence on fossil fuels. Carbon capture systems 

enhance this process by capturing CO2 emissions generated during waste combustion 

in WTE plants. The captured CO2 can then be stored underground or repurposed in 

various industrial applications, significantly reducing the overall carbon footprint. To 

ensure the efficiency and effectiveness of these technologies, developing precise 

energy accounting and measurement systems is essential. These systems allow for 

accurate tracking of energy production, consumption, and emission reductions, 

providing valuable data for optimizing operations and demonstrating compliance with 

sustainability goals. By implementing WTE plants, carbon capture technologies, and 

robust energy accounting methods, we can enhance energy efficiency, mitigate climate 

change impacts, and protect terrestrial ecosystems, aligning with the objectives of 

sustainable energy access, climate action, and ecosystem preservation. This 

comprehensive approach paves the way for a more resilient and environmentally 

sustainable future. 

1.2 Thesis structure 

This thesis is organized into three key sections, each delving into a unique subject 

area and consisting of independent chapters. Each section is outlined below, linking it 

to the broader context discussed in the previous section and offering a clear guide for 

readers through the document. Final reflections and potential directions for future 

research are included in Chapter 9. 

I. ENERGY CONVERSION SYSTEMS AND DECARBONIZATION 

STRATEGIES. This section of the thesis focuses on decarbonization 

strategies and energy conversion systems in Chapter 2 and Chapter 3. It 

emphasizes Waste-to-Energy (WtE) systems, which convert municipal and 

industrial waste into valuable energy, reducing landfill use, greenhouse gas 

emissions, and contributing to the circular economy. These energy 

conversion systems are subject to strict national regulations, with controlling 

combustion temperature being a major challenge. Chapter 2compares 

different numerical CFD strategies, including a lumped parameters model 
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and two URANS CFD models. It also explores the development and 

implementation of advanced instruments for monitoring and optimizing the 

combustion process. One critical aspect is finding effective methods to 

monitor the combustion chamber to prevent carbon monoxide formation, 

which is a significant environmental and health concern. The chapter 

evaluates various sensors and measurement technologies, such as real-time 

gas analyzers and advanced infrared thermography, to assess their 

effectiveness in detecting and controlling CO levels. The goal is to identify 

the best strategy for optimal combustion conditions, emission reduction, and 

overall efficiency improvement of WtE systems, thus contributing to 

effective decarbonization strategies and environmental 

sustainability.Chapter 3 explores the development of advanced flow 

measurement techniques for enhanced energy accounting accuracy using 

numerical simulations. These measurement systems are crucial for precise 

tracking of fuel consumption, energy use, and emissions within the sector. 

Improved flow measurement technologies enable more accurate monitoring 

and reporting of energy performance, which is essential for optimizing 

operational efficiency and achieving regulatory compliance. By 

implementing state-of-the-art flow measurement solutions, this thesis aims 

to support better energy management practices, reduce operational costs, and 

facilitate the transition to more sustainable transport solutions 

II. INDOOR AIR QUALITY: MODELLING AND BENCHMARKING. 

This part of the dissertation (Chapter 4, Chapter 5 and Error! Reference s

ource not found. ) builds directly on the modelling and benchmarking of the 

numerical lagrangian techniques, which highlights the value of 

Computational Fluid Dynamics (CFD) in studying and evaluating airflow 

patterns within indoor environments, particularly in close contact and shared 

scenarios. However, the reliability of these numerical results is highly 

dependent on the simplifying assumptions used. Specifically, this chapter 

addresses the challenges related to the Lagrangian approach of airborne 

particles - a topic that has been sufficiently explored in existing scientific 

literature, but has still some shadow zone that need to be explored. This gap 

prompted the development of an extended and comprehensive benchmark 

study, aimed at providing valuable insights and refining the numerical 

techniques employed in the previous sections. Chapter 5 delves into the 

experimental campaign that was carried out in the Delft University of 
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Technology Aerodynamics Laboratories. A side mirror model of a car was 

tested in an open-jet facility of the TU Delft University and a velocity 

measurement was performed through the Particle-Tracking Velocimetry 

(PTV) technique, under three distinct seeding particles. The time-averaged 

velocity fields are presented and discussed, as well as the velocity 

fluctuations. Moreover, a detailed uncertainty analysis of the experimental 

results is presented. Experimental measurements are employed in Chapter 5 

to validate the CFD tool developed in the OpenFOAM environment. Here, a 

URANS, LES and DES approaches are compared to the experimental study. 

III. INDOOR ENVIRONMENTAL QUALITY: APPLICATIONS. This 

section presents an evaluation of the numerical strategy discussed in Chapter 

4 in the context of indoor air quality (IAQ), which serves as the foundational 

pillar of indoor environmental quality (IEQ). The focus is on the analysis of 

the IAQ and IRP, conducted through both experiments and Computational 

Fluid Dynamics (CFD) simulations, in two distinct scenario of close contact 

between two subject and a shared environment. An evaluation of the 

behaviour of the airborne particle transmission in a close contact scenario 

has been performed in Chapter 7. An integrated approach was developed to 

assess the risk of SARS-CoV-2 infection in close proximity scenarios (less 

than 2 meters). A CFD numerical model to estimate the volume of droplets 

and the viral load received by a susceptible person through inhalation and 

deposition at various distances. The model's results were validated using 

Particle Image Velocimetry (PIV) measurements, which characterized the 

airflow from human expiratory activities. The study focuses on face-to-face 

interactions in stagnant air conditions, combining thermo-fluid dynamic 

modeling of exhaled droplets and viral load to assess the infection risk. 

Chapter 8 focuses on a large indoor environment: a university lecture room. 

The study explores the effects of changing the airflow rate provided by the 

ventilation system on the distribution of airborne droplets emitted by a 

teacher speaking in front of the class during a 2-hour lesson. Results show 

that increasing the air flow rate from the HVAC system is not always 

effective in improving indoor air quality and reducing occupant exposure. 

The dissertation moves on the analysis of a personal protection device, which 

is tested in both face-to-face and shared environment configurations. The 

CFD is essential to provide useful results and analysis of the fluid dynamic 
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of the device and also on the transportation of the respiratory particles in the 

studied configuration.  
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CHAPTER 2. Waste-To-Energy 

systems and CFD modeling 

2.1 Introduction 

The increasing global demand for energy and the escalating challenges of waste 

management have intensified the focus on Waste-to-Energy (WtE) technologies as a 

viable and sustainable solution. WtE processes provide a dual advantage: they not only 

mitigate the environmental impact of waste disposal by reducing reliance on landfills 

and curbing greenhouse gas emissions but also contribute to generating renewable 

energy, addressing two critical global challenges simultaneously. As nations strive to 

meet their energy needs while adhering to stringent environmental regulations and 

sustainability goals, WtE has emerged as a crucial component of the circular economy. 

By converting the energy embedded in waste into electricity, heat, or fuel, WtE 

systems offer a pathway to reducing dependence on fossil fuels and enhancing energy 

security [1]. 

The regulatory landscape surrounding WtE technologies in Italy is particularly 

significant due to the country’s commitment to environmental protection and energy 

efficiency. Italian regulations on dioxin emissions, which are by-products of the 

combustion process in WtE plants [2], are among the most stringent in the world. 

Dioxins, a group of chemically related compounds known for their environmental 

persistence and potential health risks, are subject to strict emission limits under Italian 

law. These regulations are in line with the European Union's Waste Incineration 

Directive (2000/76/EC) and the Industrial Emissions Directive (2010/75/EU), which 

set the maximum allowable dioxin concentration in emissions at 0.1 nanograms per 

cubic meter (ng/m³) of air [1]. Italy has implemented these directives with rigorous 

monitoring and control measures to ensure compliance, often exceeding the baseline 

requirements through the adoption of advanced filtration and gas cleaning 

technologies in WtE facilities [2], [3]. . 

Moreover, the Italian regulatory framework for WtE systems emphasizes the 

integration of Best Available Techniques (BAT) to minimize the formation of dioxins 

and other pollutants during the energy conversion process [4]. This includes the use of 

optimized combustion conditions, such as maintaining appropriate temperatures and 

residence times in the combustion chamber, as well as the post-combustion treatment 
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of flue gases using techniques like selective catalytic reduction (SCR) and activated 

carbon injection. These measures are not only critical for reducing the environmental 

footprint of WtE plants but also for ensuring that these facilities operate within the 

bounds of sustainability and public health protection. The regulatory focus on 

minimizing dioxin emissions is complemented by Italy's broader strategy to enhance 

the energy efficiency of WtE systems [5]. This involves the promotion of Combined 

Heat and Power (CHP) configurations, which optimize the energy recovery process by 

simultaneously producing electricity and useful thermal energy from waste. CHP 

systems are particularly valued under Italian energy policies, which incentivize high-

efficiency WtE plants through favourable tariffs and certificates for renewable energy 

production. The integration of WtE into Italy’s energy grid is also supported by 

policies that encourage the development of district heating networks, further 

enhancing the overall efficiency and sustainability of these systems [3], [6]. 

A crucial tool in the advancement and optimization of WtE technologies is 

Computational Fluid Dynamics (CFD) numerical simulation. CFD simulations play a 

pivotal role in designing, analysing, and optimising WtE systems by providing detailed 

insights into the complex fluid flow, heat transfer, and chemical reaction processes 

occurring within these plants. By modelling the combustion process, CFD can help 

engineers and researchers understand how waste materials are converted into energy, 

identify hotspots for potential pollutant formation, and assess the effectiveness of 

various emission control technologies. For instance, CFD can be used to simulate the 

formation and dispersion of dioxins within the combustion chamber and flue gas 

treatment systems, allowing for the optimization of operational parameters such as 

temperature profiles, oxygen concentration, and residence time to minimize these 

harmful emissions [7]. 

CFD simulations also facilitate the study of airflow and mixing patterns within the 

combustion chamber, which are critical for achieving complete combustion and 

maximizing energy recovery [8]. By analyzing different configurations and 

operational strategies, CFD can help optimize the design of WtE plants to enhance 

their thermal efficiency and reduce the production of unburned residues and pollutants. 

Furthermore, CFD is invaluable in the integration of WtE systems with other energy 

recovery processes, such as in CHP configurations, where it can be used to model and 

optimize the distribution of thermal energy for electricity generation and district 

heating [9]. The application of CFD in WtE research not only enhances the 

understanding of the underlying processes but also supports compliance with stringent 

environmental regulations. By enabling the detailed prediction of pollutant formation 
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and energy conversion efficiencies, CFD assists in the design of systems that meet 

regulatory standards for emissions while maximizing energy output. This 

computational approach aligns with Italy's emphasis on innovation and sustainability 

in the energy sector, providing a powerful tool for continuous improvement and 

adaptation of WtE technologies to meet evolving regulatory and environmental 

challenges[10]. 

This chapter delves into the role of WtE in enhancing energy efficiency and 

sustainability within the context of Italian regulations and global best practices, with a 

special focus on the application of CFD simulations. It examines the technological 

advancements, economic viability, and environmental benefits associated with WtE 

systems, alongside the regulatory mechanisms that govern their operation. By 

analyzing the energy conversion processes, system efficiencies, and the potential for 

integration with other renewable energy sources, this chapter aims to provide a 

comprehensive understanding of how WtE can be optimized to support sustainable 

development and contribute to a low-carbon future while adhering to stringent 

environmental and public health standards. The integration of CFD simulations into 

this analysis offers a deeper insight into how these systems can be finely tuned to 

achieve optimal performance and regulatory compliance. 

2.2 Description of the pollutant formations and 

sustainability process 

Waste-to-energy (WtE) systems, which convert municipal solid waste into usable 

energy, are increasingly recognized for their potential to address the dual challenges 

of waste management and energy generation. However, the combustion processes 

inherent in WtE facilities also pose significant environmental challenges, particularly 

related to the emission of pollutants. These pollutants include particulate matter (PM), 

nitrogen oxides (NOx), sulfur oxides (SOx), heavy metals like mercury and cadmium, 

and highly toxic compounds such as dioxins and furans. The release of these 

substances into the atmosphere can have harmful effects on air quality, human health, 

and the environment, requiring strict control measures to reduce their impact. The 

formation of pollutants in WtE systems is largely a result of the incomplete combustion 

of waste materials and the presence of certain chemicals in the waste stream. Dioxins 

and furans, for example, are unintentional by-products formed when organic materials 

containing chlorine are burned at temperatures that are not sufficiently high or are 

cooled too slowly. These compounds are highly persistent in the environment and can 
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accumulate in the food chain, leading to serious health risks including cancer, 

reproductive and developmental problems, and immune system damage. Similarly, 

NOx and SOx are produced during combustion from the oxidation of nitrogen and 

sulfur present in the waste, contributing to smog formation, acid rain, and respiratory 

issues. Heavy metals, when vaporized during combustion, can settle on soil and water 

bodies, posing long-term environmental hazards and bioaccumulation risks.  

To address these environmental and health concerns, WtE facilities are subject to 

strict regulatory controls designed to limit pollutant emissions. These controls are 

based on a combination of advanced technological solutions and best operational 

practices:  

• Optimized Combustion: ensuring complete combustion by maintaining high 

temperatures (typically above 850°C) and sufficient oxygen supply helps to 

minimise the formation of unburned hydrocarbons, dioxins, and furans. The 

use of staged combustion, where the fuel is burned in phases, further reduces 

NOx formation. 

• Flue Gas Treatment: After combustion, the flue gases are treated using a 

series of technologies to capture and neutralize pollutants before they are 

released into the atmosphere. Common methods include: 

- Electrostatic Precipitators (ESP) and Fabric Filters: These are used 

to capture particulate matter. 

- Selective Catalytic Reduction (SCR): This technology reduces NOx 

emissions by converting them into nitrogen and water using a 

catalyst and ammonia. 

- Acid Gas Scrubbing: SOx and other acid gases are neutralised using 

alkaline substances like lime or sodium bicarbonate. 

- Activated Carbon Injection: This process is particularly effective for 

capturing heavy metals and dioxins from the flue gas stream. 

• Continuous Monitoring and Compliance: Modern WtE plants have 

continuous emission monitoring systems (CEMS) to ensure that pollutant 

levels are consistently below regulatory limits. This allows for real-time 

adjustments in plant operations to maintain optimal environmental 

performance. 

Efforts to control pollutants from Waste-to-Energy (WtE) systems are intrinsically 

aligned with the United Nations Sustainable Development Goals (SDGs), which 

provide a comprehensive framework for promoting sustainable development and 
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ensuring a healthy environment for future generations [3], [6]. A deep analysis of WtE 

systems, encompassing both their environmental impact and technological 

advancements, can significantly enhance their contribution to several key SDGs. For 

instance, detailed studies on the emission control mechanisms in WtE facilities can 

directly support SDG 3: Good Health and Well-being by minimizing the release of 

harmful pollutants such as dioxins, furans, and heavy metals. By refining these 

processes, WtE plants can achieve lower emissions, leading to improved air quality 

and a reduction in the incidence of respiratory and other health-related issues, thus 

advancing global health objectives. 

Moreover, an in-depth examination of the energy recovery processes within WtE 

systems can bolster SDG 7: Affordable and Clean Energy. By optimizing the 

efficiency of these systems, WtE can become a more reliable and sustainable source 

of renewable energy, reducing reliance on fossil fuels and contributing to a cleaner 

energy matrix. Ensuring that this energy is produced in an environmentally responsible 

manner through advanced pollutant control measures further enhances the 

sustainability of WtE as a critical component of global energy strategies. 

In the context of SDG 11: Sustainable Cities and Communities, comprehensive 

analysis and optimization of WtE technologies are crucial for effective urban waste 

management. WtE systems that are designed and operated with a focus on minimizing 

environmental impacts can help cities manage their waste more sustainably, reducing 

the need for landfills, lowering associated emissions, and contributing to cleaner, 

healthier urban environments. This, in turn, supports the development of cities that are 

resilient, sustainable, and capable of accommodating growing populations without 

compromising environmental and public health. 

Further, by integrating advanced studies on material recovery and waste processing, 

WtE systems can support SDG 12: Responsible Consumption and Production. 

Through the adoption of best practices and innovative technologies, WtE can play a 

pivotal role in the circular economy by converting waste into valuable energy 

resources, promoting responsible waste management, and minimizing the 

environmental impact of waste disposal. Rigorous control of pollutants ensures that 

this energy recovery process does not lead to environmental degradation, aligning with 

the principles of sustainable production. 

Additionally, deep analysis of WtE systems' carbon footprint and their role in 

reducing greenhouse gas emissions is essential for advancing SDG 13: Climate Action. 

By optimizing the capture of energy from waste that would otherwise decompose in 

landfills and emit methane—a potent greenhouse gas—WtE facilities can significantly 
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contribute to climate change mitigation [4]. Effective pollutant control ensures that the 

environmental benefits of WtE are not negated by harmful emissions, thereby 

supporting global efforts to combat climate change. Lastly, reducing emissions of 

heavy metals and persistent organic pollutants like dioxins through meticulous 

monitoring and control in WtE systems is crucial for protecting terrestrial ecosystems, 

aligning with SDG 15: Life on Land. This not only safeguards biodiversity and 

ecosystem health but also ensures that land remains productive and safe for human use 

[2], [3]. By thoroughly analyzing and continuously improving WtE systems through 

rigorous research, advanced technological integration, and best practices, these 

facilities can significantly contribute to sustainable development in a manner that is 

well-aligned with global environmental and health goals  [7]. The integration of these 

strategies within the WtE framework not only enhances the sustainability and 

efficiency of energy production but also ensures that WtE remains a viable and 

increasingly essential component of the global transition to cleaner, more resilient 

energy systems. 

2.3 Waste-to-Energy case study 

Waste-to-Energy (WtE) plant, which converts waste into usable energy such as 

electricity or heat. Waste is burned in a combustion chamber where primary air is 

introduced to sustain the process, and the chamber is lined with firebricks for insulation 

and durability. Heat generated during combustion is captured by overheating heat 

exchangers to superheat water into high-pressure steam, enhancing energy recovery 

efficiency. Secondary air is injected into the chamber to ensure complete combustion 

and reduce unburned pollutants, improving efficiency and environmental 

performance. The steam produced passes through a vaporizer heat exchanger, where 

it is utilized for energy production, such as driving turbines for electricity or providing 

heat for other applications. Thermocouples installed at critical points, like the 

combustion chamber ceiling, monitor and regulate temperatures to optimize 

performance and ensure safety. 

The geometrical characteristics of the main combustion chamber of the WtE plant 

considered in this paper, particularly the first three channels of the combustion and 

post-combustion chambers, are reported in Figure 2.1 . Primary and secondary air 

inlets are painted in blue colour; the internal surface of the combustion chamber, 

covered with refractory bricks, is represented in grey; the benches of superheated 

steam are painted in orange and the benches of vaporizers tubes are yellow. The solid 
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combustion takes place over the solid combustion grid of the RDF, where the primary 

air is injected; on the other hand, the gaseous combustion occurs in proximity to the 

secondary air input area. The exhaust gases, whose trajectory is indicated by the green 

arrow in Figure 2.1, lap the walls of the post-combustion chamber. The main operating 

parameters of the plant are summarized in Table 2.1. 

Table 2.1. The main operating parameters of the Waste-to-Energy plant are under study. 

Characteristic Value [M.U] 

Electric Power ≅ 11 MW 

Steam mass flow rate 60 t/h 

Turbine Inlet Temperature 400 °C 

Maximum Pressure 60 bar 

Fuel mass rate ≅ 12 t/h 

Thermal Power 47 MW 

 

 

Figure 2.1.  Geometrical characteristics of the main combustion chamber related to the plant, with 

dimensions specified in mm. 
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Experiments were conducted aimed at collecting temperature profiles inside the 

post-combustion chamber of the plant. A silicon carbide bar, equipped with four 

thermocouples, was introduced and kept within the combustion chamber for four days 

[1]. It was installed at about y=4.64 m from the reference system (about 5.64 m in the 

y direction from the last secondary air injection). During the experiments, temperature 

measurements were also collected from the thermocouples installed at the combustion 

chamber ceiling (at y=13.47 m, corresponding to a distance of about 14.47 m from the 

last secondary air injection zone), as indicated in Figure 2.1. Locations of temperature 

measurements are available in Table 2, according to the reference system in Figure 

2.1. In particular, Points 1-4 refer to thermocouples installed on the silicon carbide bar, 

while Points 5 and 6 refer to thermocouples installed at the ceiling of the combustion 

chamber. 

Table 2.2. Measurement point's location in the combustion chamber. 

 Coordinate x (m) Coordinate y (m) Coordinate z (m) 

Point 1 3.500 4.640 0.010 

Point 2 3.500 4.640 0.620 

Point 3 3.500 4.640 0.825 

Point 4 3.500 4.640 1.400 

Point 5 3.500 13.470 2.000 

Point 6 3.500 13.470 3.500 

 

To correctly define boundary conditions for analytical and numerical models [11], 

operative parameters were collected from on-board plant instrumentation and the daily 

averaged values with associated standard deviations were calculated, as summarized 

in Table 2.3. 

In order to compare the performance of different modeling approaches, the daily 

averaged operating conditions available in Table 2.4 have been considered, while the 

daily averaged chemical composition of the RDF burnt on the same day is available in 

Table 2.5. In addition to the chemical composition, the Lower Heat Value (LHV), 

determined according to the UNI EN 15400:2011 and the UNI EN 15407:2011, is also 

available in Table 2.6. 

Table 2.3. Daily average operating data of the plant together with standard deviation. 
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 Average daily value 
Standard 

deviation 

Volumetric flow rate of primary air 

(
𝑁𝑚3

ℎ
) 

43888 1188 

Volumetric flow rate of secondary air 

(
𝑁𝑚3

ℎ
) 

35493 170 

Exhaust flow rate (
𝑁𝑚3

ℎ
) 93251 916 

Ceiling temperature of the first radiant 

channel (𝐾) 
1080 26 

Average temperature of the bar (𝐾) 1181 106 (max value) 

RDF mass flow rate (
𝑡

ℎ
) 12.4 1.3 

Table 2.4. Daily chemical composition of the RDF. 

 Methods 
Average daily 

value 

Expanded 

uncertainty 

L.H.V (kj/kg) 
UNI EN 15400:2011 

UNI EN 15407:2011 
17025 420 

Humidity (%) 
UNI EN 15414-

3:2011 
19.2 1.2 

Ashes (%) UNI EN 15403:2011 14.7 0.4 

Sulfur (% dry basis) UNI EN 15408:2011 0.21 0.02 

Hydrogen (% dry basis) UNI EN 15407:2011 7 1.1 

Nitrogen (% dry basis) UNI EN 15407:2011 1.7 0.2 

Carbon (total) (% dry 

basis) 
UNI EN 15407:2011 50.2 3.5 

Volatile matter (% dry 

basis) 
UNI EN 15402:2011 86.3 1.1 

Carbon (fixed) (by 

calculation) 
by calculation <2 - 

Oxygen (by calculation) 

by calculation 

according to UNI EN 

15296:2011 

26.2 - 

Table 2.5 Daily averaged temperature value measured. 

 
Daily averaged temperature, 

𝑻𝒂𝒗𝒈 (𝑲) 
Standard deviation, 𝝈 (𝑲) 

Point 1 994.3 23.2 
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Point 2 1138.6 36.4 

Point 3 1166.3 35.2 

Point 4 1238.0 106.2 

Point 5 1091.0 6.6 

Point 6 1104.4 6.1 

 

To estimate the uncertainty associated with temperature measurements carried out 

with the thermocouples installed on the silicon carbide bar, 𝑢𝑆𝐸𝑁, the following 

contributions were considered: i) sensor accuracy uACC: class I thermocouples (IEC 

60584) were adopted, with accuracy equal to 0.4% of the read value in the used 

temperature range (> 375 °C); ii) sensor calibration uCAL: in absence of the calibration 

certificate of the used instruments, it was assumed to be equal to the typical value 

provided by the national LAT (Accredia) laboratories (± 1.5 °C); iii) drift uDRIFT: it is 

assessed by the long-term stability typical of the instrument and depends on the 

intensity of its use; it can reasonably be estimated at approximately 1.5 °C/year; iv) 

resolution uRES, evaluated as 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛/(2√3); v) standard deviation of the measured 

data, 𝜎. The uncertainty associated with the 4/20 mA converter/transmitter was 

considered negligible. The resulting expression for the standard uncertainty 𝑢𝑆𝐸𝑁 is 

given by: 

 

𝑢𝑆𝐸𝑁 = √𝑢𝐴𝐶𝐶
2 + 𝑢𝐶𝐴𝐿

2 + 𝑢𝐷𝑅𝐼𝐹𝑇
2 + 𝑢𝑅𝐸𝑆

2 + 𝜎2 
(2.1) 

 

Since the contribution to the uncertainty value is related to 𝑢𝐴𝐶𝐶 , 𝑢𝐶𝐴𝐿 , 𝑢𝐷𝑅𝐼𝐹𝑇 and 

𝑢𝑅𝐸𝑆 is not larger than 0.1 𝐾, the uncertainty 𝑢𝑆𝐸𝑁substantially coincides with the 

value of measurements standard deviation, which is indicative of data daily oscillation 

around the calculated average value [12]. To define the uncertainty associates to the 

average temperature of the thermocouples installed on the silicon carbide bar, only the 

standard deviation was considered, with a coverage factor equal to 2 for all the 

measurements [13]. 

2.4 Numerical model 

2.4.1 0D mathematical model 
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Assuming thermodynamic equilibrium and steady conditions, the proposed 0D 

mathematical model is based on the lumped parameters approach and describes the 

gasification processes, the gaseous combustion, and the heat exchange taking place in 

the first vertical channel of the WtE plant dividing it into four control volumes as 

depicted in Figure 2, where a schematic representation of the different control volumes 

and the proposed general thermodynamic model is available. 

In the VC0 control volume – which is representative of the first step of the chain  in 

which the RDF is converted in syngas - the gasification process is described, according 

to the following global reaction: 

 

𝐶𝐻𝑥𝑂𝑦𝑁𝑧 +𝑤𝐻2𝑂 +𝑚(𝑂2 + 3.76𝑁2) = 𝑛𝐻2𝐻2 + 𝑛𝐶𝑂𝐶𝑂2 + 𝑛𝐶𝐻4𝐶𝐻4 + (
𝑧

2
+ 3.76𝑚)𝑁2 

 

(2.2) 

where 𝐶𝐻𝑥𝑂𝑦𝑁𝑧 represents the equivalent chemical formula of the feedstock 

where x, y and z represent the number of atoms of hydrogen, oxygen and nitrogen 

while w and m represent the mole number of water and oxygen for each mole of carbon 

[13]. The mass balance for carbon, hydrogen and oxygen is solved. Additionally, the 

thermodynamic equilibrium equation is solved for the Boudouard reaction, water shift, 

and methane oxidation [14], [15]. 

The VC1 control volume – on the top of the primary air inlet and in which the main 

heat exchanges are located - the heat exchange between syngas and the inner walls of 

the vertical channel employing the well-known heat exchangers equation. 

The VC2 control volume – in which an injection of air is provided to provide the 

best gaseous combustion characteristics in the domain - describes the mixing of 

produced syngas with secondary air and successive gaseseous combustion, according 

to the following reactions: 

 

𝐻2 +
1

2
𝑂2 → 𝐻2𝑂 𝑟1 = 𝑘2[𝐻2][𝑂2] 𝑘2 = 5.26 × 10

19𝑒− 
20600
𝑇  

(2.3) 

𝐶𝑂 +
1

2
𝑂2 → 𝐶𝑂2 𝑟2 = 𝑘2[𝐶𝑂][𝐻2𝑂]

0.5[𝑂2]
0.5 𝑘2 = 3.16 × 10

12𝑒− 
21664
𝑇  

(2.4) 

𝐶𝐻4 + 2𝑂2 → 𝐶𝑂2 + 2𝐻2𝑂 𝑟3 = 𝑘2[𝐶𝐻4][𝑂2] 𝑘3 = 2.552 × 10
17𝑒− 

11196
𝑇  

(2.5) 

𝐶𝑂 + 𝐻2𝑂 ↔ 𝐶𝑂2 +𝐻2 𝑟𝑣𝑠 = 𝑘𝑣𝑠 ([𝐶𝑂][𝐻2𝑂] −
[𝐶𝑂2][𝐻2]

𝑘𝑣𝑠,𝑒𝑞
) 

𝑘𝑣𝑠 = 2.778 × 10
3𝑒− 

1511
𝑇  

𝑘𝑣𝑠,𝑒𝑞 = 0.022 𝑒
− 
1511
𝑇  

(2.6) 
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Finally, the VC3 control volume describes heat exchange between exhausts and 

inner walls of the post-combustion chamber, downstream the gaseous combustion 

region and up to the ceiling of the first channel, allowing energy recovery from the 

gaseous combustion of the syngas. For a detailed description of the 0D mathematical 

model, the interested reader refers to the previous work from Arpino et al. [11]. 

 

 

Figure 2.2. Control volumes identified for the construction of the lumped parameters model. 

The thermodynamic model requires as input data: the flow rate and temperature of 

RDF, primary air and secondary air, alongside detailed information about RDF 

chemical composition. Outputs of the model include exhaust temperature at different 
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heights of the vertical channel calculated employing the heat exchangers equation and 

assumed to be uniform at a given height), the distance travelled by exhausts from the 

last secondary air injection, referred to as 𝐻2𝑆 (𝑚), and the temperature of exhausts in 

correspondence of 𝐻2𝑆 location referred as 𝑇2𝑆. Figure 2.2 highlights the flow process 

of the VC2 and VC3 evaluation  

2.4.2 CFD model 

Computational Fluid Dynamic (CFD) represents a versatile and powerful tool that 

provides detailed insights into the complex processes occurring within Waste-to-

Energy plants (WtE), allowing better design, improved efficiency, reduced 

environmental impact, and enhanced operational safety. 

In this section, the 3D CFD mathematical and numerical model employed for the 

description of the WtE plant under investigation is presented. The computational 

domain employed for 3D CFD numerical simulations is available in Figure 3, where 

the primary inlet, secondary inlets, and exhaust outlet sections are highlighted in blue, 

red, and green colour, respectively. The boundary conditions at the primary inlet are 

determined from the 0D resolution of the RDF gasification process. Additional air 

enters the domain through the secondary inlets, facilitating gaseous combustion within 

the system. The 3D CFD model provides a complete description of pressure, velocity, 

and temperature fields in the combustion and post-combustion chamber of the plant 

by solving the well-known mass, momentum, and energy conservation equations [16]. 

Turbulence is modelled with the Unsteady Reynolds Averaged Navier Stokes 

(URANS) approach, solving the Realizable 𝑘 − 𝜖 model [17], [18]. 
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Figure 2.3. Computational domain employed for 3D numerical simulations. 

Two different modeling approaches were chosen for 3D simulations, characterized 

by different detail levels: i) non-reacting CFD model; and ii) reacting CFD model. The 

non-reacting CFD model does not describe numerically the gaseous combustion of 

syngas. Conversely, an amount of equivalent heat source term, calculated from the 

resolution of the 0D thermodynamic model, is imposed in the domain in 

correspondence to the secondary inlet zone. The reacting CFD model numerically 

describes the gaseous combustion of syngas, providing detailed information about 

exhaust composition. For both the non-reacting and the reacting modeling approaches 

a mass flow rate of syngas at a given temperature is imposed at the primary inlet, 

obtained from the resolution of the 0D thermodynamic model. Common boundary 

conditions of the two modeling approaches are presented in Table 2.6, where 𝑝 (𝑃𝑎) 

is the pressure, 𝑇𝑠𝑎(𝐾) and 𝑇𝑠𝑦𝑛(𝐾) represent the secondary air and syngas inlet 

temperature, respectively, u (
𝑚

𝑠
) represents the velocity vector, I is the turbulence 

intensity, 𝑙 (𝑚) is the mixing length calculated as the 7% of the characteristic length 

𝐿 (𝑚) of the inlets of the combustion chamber, 𝑉̇ and 𝑉̇𝑠𝑦𝑛 (
𝑁𝑚3

ℎ
) represent, 

respectively the syngas and secondary air mass flow rate entering the domain, 𝑘 (
𝑚2

𝑠2
) 
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is the Turbulent Kinetic Energy (TKE), and 𝜖 (
𝑚2

𝑠3
) is the turbulent dissipation rate, 

𝑘 (
𝑊

𝑚𝐾
) is the thermal conductivity, ℎ̅  (

𝑊

𝑚2𝐾
) is the average heat transfer coefficient 

between exhausts and the inner wall of the combustion chamber, 𝑇𝑤 (𝐾) is finally the 

water temperature. 

Table 2.6. Boundary conditions set for both modeling approaches 

 Pressure Flowrate Temperature Turbulence 

Secondary 

Inlets 
∇𝑝 = 0 𝑉̇𝑠𝑎 = 35493 𝑇𝑠𝑎 = 290.2 I = 0.1 𝑙 = 0.0049 

Primary 

Inlet 
∇𝑝 = 0 𝑉̇𝑠𝑦𝑛=58078 𝑇𝑠𝑦𝑛 = 1304.8 I = 0.1 𝑙 = 0.5 

Outlet 
p = 

101325 
∇𝐮 = 0 ∇𝑇 = 0 ∇𝑘 = 0 ∇𝜀 = 0 

Walls ∇𝑝 = 0 𝐮=0 
−𝑘

𝜕𝑇

𝜕𝑛
=

= ℎ̅(𝑇 − 𝑇𝑤) 

standard 

wall 

functions 

standard wall 

functions 

 

Given the high temperatures reached within the first radiant channel, the thermal 

energy exchanged due to radiative effects plays a very significant role. Therefore, it is 

necessary to include radiative heat transfer between the hot flue gases and the chamber 

walls in the mathematical model. Assuming the internal walls of the combustion 

chamber to behave as a grey body, the general form of the radiative heat transfer 

equation (RTE) can be written as follows: 

 

𝑑𝐼𝜆(𝑟, 𝑠) = −𝑘𝜆𝐼𝜆(𝑟, 𝑠) + 𝑘𝜆𝐼𝑏𝜆(𝑟) − 𝜎𝑠𝜆𝐼𝜆(𝑟, 𝑠) + (
𝜎𝑠𝜆
4𝜋
) ∫ 𝐼𝜆(𝑟, 𝑠

∗)𝛺(𝑠∗, 𝑠)𝑑𝛺∗

4𝜋

 

(2.7) 

Where 𝐼𝜆  (
𝑊

𝑚2) represents the spectral radiation intensity at the point defined by the 

position vector r and in the direction indicated by the vector s, 𝑘 (
1

𝑚
) is the absorption 

coefficient, 𝜎𝑠 (
1

m
)  is the scattering coefficient, and Ω (

𝑚2

𝑠𝑟
) represents the scattering 

function. The subscripts b and λ refer to blackbody and spectral quantities, 

respectively. More information about the blackbody model and the related radiation 

intensity can be found in the available scientific literature [19], [20] and is not included 

here for brevity. The finite volume Discrete Ordinates Method (fvDOM) from 

OpenFOAM was utilized to model the radiative heat transfer. This method discretizes 

the radiative transfer equation (RTE) over a finite number of discrete solid angles, 
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allowing for an accurate representation of radiative intensity in participating media. 

The fvDOM is particularly suitable for handling complex geometries and is 

computationally efficient [21], [22]. 

Two models were developed in this project, aiming to evaluate the thermo-fluid 

dynamic characteristics of the flow within the combustion chamber.  The models are 

here depicted: 

▪ Non-reacting CFD model: this approach reduces the computational cost 

of numerical simulations, resulting in quicker convergence. The 

counterpart is to obtain less detailed results. The heat rate released by 

gaseous combustion is modelled by adding a heat source term in 

correspondence to the volume highlighted in blue color in Figure 2.4, 

obtained by the 0D thermodynamic model [11]. For the specific operating 

condition under investigation, the equivalent heat power of 21.706 MW 

achieved by the combustion of fuel and comburent air is released in the 

computational domain, avoiding the resolution of the combustion 

mathematical model. The gas entering the computational domain is 

assumed to be the product of the syngas combustion. The thermophysical 

properties of the flue gas are determined based on a 0D lumped parameters 

model, which defines these properties by the composition of each specific 

mole species [23]. In particular, the specific heat at constant pressure 

𝐶𝑝 (
𝐽

𝑘𝑔 𝐾
 )of the flue gas has been calculated based on its composition and 

different temperature values and described by a second-order polynomial 

function as follows: 

𝐶𝑝(𝑇) = 𝑎 ∙ 𝑇
2 + 𝑏 ∙ 𝑇 + 𝑐 

(2.8) 

The same is considered to evaluate the density 𝜌 (
𝑘𝑔

𝑚3) of the flue gas, which has 

been calculated as a seven-order polynomial function [24]:  

𝜌(𝑇) = 𝑎′ + 𝑏′𝑇 + 𝑐′𝑇2 + 𝑑′𝑇3 + 𝑒′𝑇4 + 𝑓′𝑇5 + 𝑔′𝑇6 + ℎ′𝑇7 
(2.9) 

The dynamic viscosity 𝜇 ( 𝑃𝑎 ∙ 𝑠) and  the thermal conductivity 𝑘 (
𝑊

𝑚𝐾
) are the 

same of the air conditions and expressed as function of the temperature [13] :  

𝑘(𝑇) = 1.0942 × 10−2 + 5.4985 × 10−5 ∙ 𝑇 − 3.6531 × 10−9 ∙ 𝑇2 (2.10) 
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𝜇(𝑇) = 7.1902 × 10−6 + 4.1787 × 10−8 ∙ 𝑇 − 7.09861 × 10−12 ∙ 𝑇2 (2.11) 

 

 

 

Figure 2.4. Representation of the boundary box for the heat source in the physical domain  

▪ Reacting CFD model: the reacting CFD model numerically describes the 

gaseous combustion of the syngas. As this modeling approach is 

significantly demanding from the computational point of view, the 

combustion scheme has been chosen to save computational resources. It is 

represented by the three chemical equations: the partial methane reduction, 

the oxidation of carbon monoxide reduction and the shift reaction [25]. The 

conservation equation for a chemical species takes a general form as 

follows: 

𝜕

𝜕𝑥𝑖
(𝜌 𝑢̃𝑖𝑦̃) =

𝜕

𝜕𝑥𝑖
[
𝜇𝑇𝜕𝑦̃

𝜎𝑦𝜕𝑥𝑖
] + 𝑅𝑓  

 

(2.12) 



 

38 

 

where 𝜎𝑦 is the turbulent Schmidt number, 𝑦̃ (%) is the mass fraction of the 

chemical species, 𝑅𝑓  (
𝑘𝑔∙𝑠

𝑚3
) is the mass rate of creation or depletion by 

chemical reaction, 𝜌 (
𝑘𝑔

𝑚3
)  is the density and 𝑢̃𝑖 (

𝑚

𝑠
) denotes the velocity 

component in the i-th direction [26]. 

The Arrhenius reaction scheme was chosen as a controller for the chemical 

reaction rate and the reaction parameters were defined through a literature 

review [25], [27], [28] of the theoretical and experimental chemical 

processes. According to the Arrhenius equation, the reaction rate constant is 

given by: 

𝑘𝑗  = 𝐴𝑗 𝑇
𝛽𝑗 exp (−

𝐸𝑗 

𝑅𝑇
) 

where 𝐴𝑗 represents the pre-exponential constant, 𝛽𝐽 is a temperature 

exponent and 𝐸𝐽 is the activation energy of the reaction. A complete 

description of these reactions and the parameters is available in the 

following: 

𝐶𝐻4 + 1.5𝑂2 → 𝐶𝑂 + 2𝐻2𝑂 𝑟5 = 𝑘5[𝐶𝐻4]
0.9[𝑂2]

1.1 𝑘5 = 2.0 × 10
15𝑒−

35000
𝑇  (2.13) 

𝐶𝑂 +
1

2
 𝑂2 → 𝐶𝑂2 𝑟6 = 𝑘6[𝐶𝑂][𝑂2]

0.5 𝑘6 = 2.0 × 10
9𝑒−

12000
𝑇  (2.14) 

𝐶𝑂2 →  𝐶𝑂 +
1

2
 𝑂2 𝑟7 = 𝑘7[𝐶𝑂2] 𝑘7 = 8.11 × 10

10𝑒−
77100
𝑇  (2.15) 

Equations (2.13, (2.14 and(2.15 describe the combustion inside the 

computational domain through the Eddy Dissipation Concept (EDC) 

combustion scheme imposed in OpenFOAM. The EDC model is based on the 

assumption that chemical reactions occur in small regions within the turbulent 

flow (eddies), characterized by high dissipation rates of turbulent kinetic 

energy, where the reactants are mixed at the molecular level, allowing chemical 

reactions to proceed. The boundary conditions for the chemical species were 

defined through the experimental campaign, described in the previous 

paragraph. The boundary conditions necessary to correctly describe the system, 

are presented in Table 2.7, in terms of chemical species involved in simplified 

reactions and temperature, where 𝑦𝑖 is the mass fraction of the component i. 

Table 2.7. Description of chemical boundary conditions of RDF gasification 
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 𝒚𝑪𝑯𝟒 𝒚𝑶𝟐 𝒚𝑪𝑶 𝒚𝑵𝟐 𝒚𝑯𝟐𝑶 𝒚𝑪𝑶𝟐 𝒚𝑯𝟐 T 

Secondary 

Inlet 
0 0.23 0 0.77 0 0 0 300 K 

Primary 

inlet 
0.00018 0.0 0.0874 0.6120 0.1177 0.1782 

0.004

5 
1560 K 

Outlet ∇𝑦𝑖 = 0 ∇𝑇 = 0 

Walls ∇𝑦𝑖 = 0 

standard 

wall 

function 

  

The Eddy Dissipation Concept (EDC) was chosen as the turbulence-chemistry 

interaction model to allow an optimal compromise between execution time and 

performance [29]. 

2.4.3 Mesh Sensitivity Analysis 

A grid sensitivity analysis was conducted for both the reacting and non-reacting 

models, by generating three different computational grids, with their main parameters 

detailed in Table 2.8. 

Table 2.8: Main characteristics of the computational grids employed for the sensitivity analysis 

Mesh no. 
Number of 

cells 

Non-

orthogonality 

max 

Skewness max 

1 832,000 63.00 2.02 

2 1,764,000 61.85 2.12 

3 3,268,000 62.60 1.91 

 

To conduct a comprehensive sensitivity analysis, the cell sizes were reduced 

uniformly across the entire domain by roughly doubling the number of cells at each 

refinement step, starting from a sufficient number of cells which was defined through 

a literature analysis [9], [30], [31].  Special attention was paid to regions near the walls, 

where the meshes were refined to capture the boundary layer effects accurately, 

considering that the y+ was kept under 5 for both mesh 2 and 3. Additionally, the 

meshes were refined at the secondary inlet sections to precisely detect and analyze the 

interaction between the hot gases and the incoming cold comburent air. The grids were 

generated using the advanced meshing algorithm “snappyHexMesh” within the 
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OpenFOAM framework. This algorithm facilitated the creation of high-quality, 

hexahedral-dominant meshes that ensured precise representation of the complex 

geometries involved. 

The finest grid was chosen by evaluating the average error according to the 

following expression: 

𝐸𝑟𝑟𝑜𝑟(%) =∑
|𝑥𝑟𝑒𝑓,𝑖 − 𝑥𝑖|

𝑥̅𝑟𝑒𝑓
%

𝑛

𝑖=1

 (2.16) 

The 𝑥𝑟𝑒𝑓,𝑖 is the variable from the reference grid and 𝑥𝑖 are the i-variable of the grid 

chosen for the sensitivity analysis. The sensitivity analysis has been conducted in terms 

of temperature and velocity fields, extracting the variables of interest in the same 

points and zone of interest of the experimental campaign reported in Table 2.2 of 

Section 2 and the temperature and velocity alongside the fluid dynamic characteristics 

of the simulated gas. Furthermore, to have a complete evaluation of the grid 

performance, an extraction of the temperature and velocity was performed at the same 

height of the Silicon bar (y = 4.64 m) for the complete length of the combustion 

chamber in the x direction.  The results of the comparison are available in Table 2.9. 

Only the average values of the errors between the reference grid and the analyzed grids 

are reported in the table, providing a concise overview of the grid performance. 

Table 2.9. Sensitivity analysis conducted on the reacting and non-reacting model 

  
Ceiling 

Temperature 

Bar 

Temperature 

Horizontal 

Temperature 

Horizontal 

Velocity 

Non-

reacting 

Comparison 

Mesh 1-3 
2.26% 2.97% 2.22% 28.45% 

Comparison 

Mesh 2-3 
0.89% 0.66% 1.54% 0.82% 

Reacting 

Comparison 

Mesh 1-3 
3.41% 4.21% 3.88% 33.11% 

Comparison 

Mesh 2-3 
1.03% 1.88% 1.37% 2.15% 

Due to the critical interaction between the cold air and hot gases at the secondary 

inlet zone, the temperature and velocity fields show problematic behavior near the 

wall. The first computational grid chosen for the sensitivity analysis was not refined 

enough to accurately capture the thermodynamic behavior of the flow within the 

combustion chamber. This inadequacy is clear from the average errors reported in 
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Table 2.9. While the grid shows a satisfactory response in terms of temperature 

comparison, its performance in capturing the velocity field is poor. The average errors 

between the reference grid and the coarser grids indicate that the initial grid (Mesh 1) 

fails to adequately resolve the complex flow characteristics and boundary layer 

interactions. 

As shown in the table above, by improving the mesh quality, especially in regions 

with high gradients and complex flow patterns, the sensitivity analysis ensures a more 

reliable representation of the physical phenomena. This approach highlights the 

importance of grid refinement in achieving accurate and dependable simulation results. 

As expected, the reacting model shows higher errors due to the complexities 

introduced by resolving chemical reactions on the computational grid. However, the 

grids generated for the sensitivity analysis demonstrate strong performance across both 

the reacting and non-reacting models. Therefore, "Mesh 2", consisting of 1,764,000 

cells, was selected for further analysis to balance accuracy. An x-y clipping of the 

selected grid at the middle section is available in Figure 2.5. 
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Figure 2.5 Computational grid selected to carry out the numerical simulations, composed of 

1,764,000 cells. 

2.5 Results and Discussion 

The numerical model has been validated through the experimental campaign 

against the temperature data, collected at six points of the combustion chamber, as 

described in section 2.4. Although numerical simulations were performed to reproduce 
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the operating conditions of the plant in the reference period, the results achieved by 

the three models present different levels of detail. 

A comparison between numerical and experimental data is reported in Figure 2.6 

and Figure 2.7, together with the measurement uncertainties. Figure 2.6 presents a 

comparison of temperature profiles within a Waste-to-Energy (WtE) plant registered 

with the silicon carbide bar, highlighting the differences between experimental 

measurements and predictions from various numerical simulation models. The 

experimental data, depicted by black circles with error bars, serve as a reference for 

evaluating the accuracy of the models. The reacting model, shown as a dash-dot line, 

initially predicts a rapid temperature increase, which then levels off, following a trend 

that closely matches the experimental data points. This model seems to capture the 

dynamic behavior of the combustion process more accurately, reflecting the complex 

interactions and reactions occurring within the plant. In contrast, the non-reacting 

model, represented by a dashed line, also predicts an initial rise in temperature but 

deviates from the experimental results, particularly at lower positions along the Z-axis, 

indicating potential limitations in accounting for reactive processes or heat transfer 

mechanisms. The 0D model, illustrated by a solid black line, offers a simplified 

prediction, maintaining a constant temperature around 1300 K throughout the entire 

profile. This approach significantly overestimates the temperature compared to both 

the experimental data and the other models, suggesting that it lacks the necessary detail 

to accurately represent the varying thermal conditions within the system. The closer 

alignment of the reacting model with the experimental data highlights its effectiveness 

in simulating the real conditions of the WtE plant, whereas the discrepancies observed 

in the non-reacting model and the overly simplified 0D model emphasize the 

challenges in accurately modeling the thermal and reactive behaviors in such complex 

systems. This comparison underscores the importance of selecting and refining 

simulation models to achieve reliable and realistic predictions, which are essential for 

optimizing plant performance and minimizing environmental impact. 
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Figure 2.6. Comparison between 0D model, non-reacting model, reacting model, and experimental 

data at y=4.64m 

Table 2.10. Local percentage error on measurement points and average percentage error, on the x-z 

plane at y=4.64m 

 0D model 
Non-reacting 

CFD model 

Reacting CFD 

model 

Point 1 (z = 0.01 m) 27.61% 20.70% 9.20% 

Point 2 (z = 0.62 m) 11,46% 4.79% 1.90% 

Point 3 (z = 0.825 m) 8,79% 2.11% 0.57% 

Point 4 (z = 1.4 m) 2,46% 3.49% 2.76% 

Average percentage 

error 
12.58% 7.77% 3.61% 

 

Similar to the previous comparison, Figure 2.7 compares the ceiling temperature 

predictions from different numerical models with experimental measurements within 

a Waste-to-Energy (WtE) plant. The experimental data, represented by black circles 

with error bars, provides a benchmark for evaluating the accuracy of the models. The 

reacting model, shown as a dash-dot line, predicts an initial rapid increase in 
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temperature closely aligning with the experimental data points, particularly at higher 

positions along the Z-axis. This model appears to effectively capture the complex 

reactive processes that influence the ceiling temperature, offering a realistic 

representation of the thermal environment within the plant. In contrast, the non-

reacting model, depicted by a dotted line, also shows an initial temperature rise but 

generally underestimates the ceiling temperature compared to both the reacting model 

and the experimental data, especially in the mid-range of the Z-axis. This suggests that 

the non-reacting model may not fully account for the reactive dynamics and heat 

transfer mechanisms that are critical in this context. The 0D model, represented by a 

solid line, predicts a constant temperature just above 1100 K throughout the entire 

profile, which, while slightly closer to the experimental data than in some other 

comparisons, still fails to capture the nuanced variations observed experimentally. The 

0D model's oversimplified approach results in a less accurate representation of the 

temperature profile, missing key details that are evident in the experimental data. 

The overall comparison underscores the effectiveness of the reacting model in 

simulating the actual conditions within the WtE plant, as it more closely follows the 

experimental measurements, while the non-reacting model and the 0D model show 

significant discrepancies. These differences highlight the importance of using detailed 

reactive models to accurately predict the thermal behavior in such systems, as they are 

crucial for optimizing plant operation and ensuring compliance with environmental 

regulations. 
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Figure 2.7. Comparison between 0D model, non-reacting model and reacting model and experimental 

data at y=13.47 m. 

Table 2.11. Local percentage error on measurement points and average percentage error 

Conv 0D model 
Non-Reacting 

Model 
Reacting Model 

Point 5 (z = 2.00 m) 1.56% 1.21% 0.66% 

Point 6 (z=3.50 m) 1.53% 4.50% 1.51% 

Average percentage 

error 
1.55% 2.85% 1.09% 

 

The average error is reported in Table 2.11. A visual comparison of the temperature 

and the velocity field is available in Figure 2.8 and Figure 2.9. In the first one, while 

the left field is much more uniform, the right field presents an extremely high 

temperature in correspondence with the secondary inlet zone, which represents the 

ignition point of the combustion. Differently, in the second one, the non-reacting field 

presents a much more crushed profile on the wall of the combustion chamber, 

considering that the combustion generates an intense turbulent condition which 

significantly affects the velocity field of the application. 
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Figure 2.8. Representation of the average temperature field obtained with a) non-reacting model, b) 

reacting model. 

 

Figure 2.9. Representation of the average velocity field of the two CFD simulations, a) non-reacting 

field, b) reacting field. 

The proposed thermodynamic models have been applied to the description of the 

combustion chamber operating conditions. Waste-to-energy plants have very strict 

regulations on operating conditions and exhaust gases at outlet sections. Limitations 

are imposed in terms of exhaust residence temperature after 2 seconds from the last 

comburent air injection, 𝑇2𝑆, and have been defined to avoid the emission of dioxins 

into the atmosphere. This temperature has been evaluated employing the three 

modelling approaches discussed in this paper. In particular, while the temperature 

distribution has been assumed one-dimensional with the thermodynamic model, to 

numerically evaluate the T2S temperature with 3D CFD simulations, fluid particles 

have been followed in the combustion chamber, to get the position and the distribution 

after 2 seconds from the last secondary air injection plane. 
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The difference between non-reacting and reacting 3D CFD models resides in the 

thermodynamic properties of the fluid inside the combustion chamber. While exhaust 

composition is assumed to be constant with the non-reacting CFD model, 

thermodynamic properties locally depend on composition when the reacting 3D CFD 

model is employed. This provides a significant difference in the spatial distribution of 

the fluid particles as it can be observed in Figure 2.10 and Figure 2.11, which shows 

the distribution of selected fluid particles in the combustion chamber two seconds after 

the last air intake. 

 

 

 

Figure 2.10: Distribution of selected fluid particles in the combustion chamber two seconds after the 

last air intake for the non-reacting CFD model. 
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Figure 2.11: Distribution of selected fluid particles in the combustion chamber two seconds after the 

last air intake for the reacting CFD model. 

The two figures show a modest difference in the centre zone, in which the 

distribution of particles seems to be moved upward for the reacting model, as can be 

seen from the y-z cut in the centre of the two figures. The 𝑇2𝑆 temperature is evaluated 

as the average temperature after two seconds from the last air intake. A comparison 

among the three models in terms of calculated 𝑇2𝑆 temperature is presented in Table 

2.12. 

Table 2.12: Comparison of average T2S temperature predicted with the three different numerical 

models. 

Model T2S temperature (K) 

0D 1256.7 

Non-reacting 1162.8 

Reacting 1211.5 

The comparison of the three results highlights the capability of the numerical 

models to predict the temperature of the particles after two seconds from the ignition 

point. The Table 2.12 can be summarized as follows: 

• The lumped parameter model (0D) consistently demonstrates the highest 

temperature compared to the other models, as it is founded upon the resolution 
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of the global chemical reaction outlined in section 3. When considering solely 

the chemical resolution of the global reaction, the thermodynamic equilibrium 

given by the conservation of the chemical species defines a significantly 

elevated temperature; 

• The reacting-model registers a temperature T2s between the 0D model and the 

non-reacting model because it considers the resolution of the local combustion 

in the computational domain, but at the same time the products of the 

combustion are transported inside the combustion chamber and are affected by 

the global transport; 

• The non-reacting model shows the lowest temperature T2s in the comparison 

since an equivalent heat power (as a source term) is imposed in the secondary 

air inlet zone. In particular, by avoiding the combustion of the chemical 

reagents, a lower local temperature is registered, as reported in the comparison 

in Figure 2.8. For the same reason depicted for the reacting model, the particles 

are affected by the same transport effect and consequently to a drop of the 

temperature after two seconds in the chamber. 

2.6 Conclusions 

This study presents a detailed evaluation of numerical strategies for modeling a 

Waste-to-Energy (WtE) plant, comparing a 0D lumped parameters model with two 

distinct Computational Fluid Dynamics (CFD) approaches. The primary aim was to 

assess the strengths and limitations of each model, highlighting their applicability for 

different analytical purposes. The 0D lumped parameters model proved to be an 

effective compromise between computational efficiency and reliability, particularly 

for situations where only a general temperature estimate is required without the need 

for detailed thermodynamic fields. This model is well-suited for scenarios with limited 

computational resources, offering quick, indicative results. It is based on balance 

equations for thermodynamic variables and assumes chemical equilibrium between 

species, without relying on empirical or semi-empirical correlations. Additionally, this 

thermodynamic model can define input parameters for a more detailed, non-reacting 

3D CFD simulation of the combustion chamber's first vertical channel, showcasing its 

versatility in connecting simplified and advanced analyses. 

An experimental campaign, lasting four days, was conducted to determine the 

chemical composition of Refuse-Derived Fuel (RDF) and measure the temperature 

within the combustion chamber at six different points. This experimental data provided 
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a critical benchmark for validating the numerical models. The combustion 

temperatures predicted by the models were compared with measurements taken at 

various heights within the chamber, ensuring a thorough validation process. A 

comprehensive comparison of the three numerical approaches—ranging from the 

simplest lumped parameters model to the more complex reacting CFD model—was 

performed. The results confirm that each model is capable of effectively predicting 

and analyzing temperature distributions within the combustion chamber. 

The analysis highlights that both the lumped parameters model and CFD 

approaches are valuable tools for evaluating complex processes in WtE plant 

combustion chambers, with the choice of model largely dependent on the specific 

research goals. While the 0D model may slightly overestimate temperatures and lacks 

detailed fluid dynamics information, its low computational demands and fast execution 

make it ideal for preliminary assessments. On the other hand, the non-reacting and 

reacting CFD models, though more computationally intensive, offer detailed insights 

into fluid behaviour and chemical reactions within the combustion chamber, making 

them essential for thorough performance evaluations and optimization. 

From a sustainability perspective, WtE plants play a critical role in reducing landfill 

use and converting waste into usable energy, contributing to circular economy 

initiatives. Efficient WtE operations can help reduce greenhouse gas emissions from 

waste disposal while recovering energy and reducing reliance on fossil fuels. In this 

context, the use of modelling tools such as CFD and lumped parameter models can 

significantly improve the sustainability of WtE processes. By enabling more accurate 

and efficient designs, these models help optimize combustion efficiency, reduce 

emissions, and improve energy recovery, all of which are key to enhancing the 

environmental performance of WtE facilities. 

The lumped parameters model, with its low computational requirements, supports 

rapid assessments and early-stage decision-making, helping engineers design more 

sustainable systems without the need for high energy and resource expenditure in 

complex simulations. CFD models, despite being more resource-intensive, offer deep 

insights into fluid dynamics and chemical processes that can lead to more precise 

control over combustion, enabling the reduction of pollutants such as NOx and 

particulate matter. By refining the combustion process, CFD simulations can 

contribute to minimizing environmental impact and maximizing energy recovery 

efficiency. 

In conclusion, this study underscores the importance of selecting the appropriate 

modelling approach for the efficient analysis of WtE plants. Integrating both lumped 
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parameters and CFD models allows us to balance computational efficiency with 

detailed insights, supporting the development of more sustainable WtE systems. As 

these tools advance, they will continue to play a crucial role in optimizing plant 

operations, reducing emissions, and improving the overall sustainability of energy-

from-waste technologies. 
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CHAPTER 3. Metrological system 

for a sustainable transport sector  

3.1 Introduction 

Monitoring energy usage and accurately accounting for energy consumption are 

vital for advancing the Sustainable Development Goals (SDGs), particularly those 

related to affordable and clean energy (SDG 7), sustainable cities and communities 

(SDG 11), and climate action (SDG 13). Precise metering enables effective energy 

utilization, aids in understanding consumption patterns, and identifies opportunities 

for conservation and cost efficiency. Energy accounting, on the other hand, provides a 

structured approach to measuring, reporting, and managing energy performance, 

allowing governments, businesses, and communities to make well-informed decisions 

regarding energy efficiency and the adoption of renewable energy sources. By 

combining these practices, it becomes possible to reduce carbon footprints, promote 

sustainability, and contribute to global efforts to combat climate change. 

In recent years, there has been remarkable progress across various industries, driven 

by economic and environmental policies. One sector that has experienced rapid 

transformation is transportation, largely due to the increasing use of eco-friendly fuels. 

This shift has created the need for new approaches and techniques in the field of 

metrology to effectively handle the unique characteristics of green fuels. Evaluating 

the current state of metrology is crucial, as precise metering and emissions accounting 

are essential for monitoring progress and assessing the impact of these changes. 

To address these needs, a comprehensive analysis of flowmeter performance in the 

transportation and maritime sector has been conducted. Currently, a variety of 

flowmeters, such as orifice plate flowmeters, are widely employed due to their 

simplicity, adaptability, reliability, and cost-effectiveness. While these devices are 

suitable for general engineering applications, they may not always provide the 

accuracy required for the transport sector's evolving needs, especially in measuring 

green fuels. The quality of these measurements directly impacts the efficiency of new 

engines in passenger cars, trucks, and ferries. Flowmeters traditionally used in the 
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transport sector often fall short in this context, as green fuels present unique challenges 

due to their varying properties and flow rates[32]. 

In transportation and naval operations, integrating advanced flowmeters and energy 

accounting systems is crucial for enhancing energy efficiency and sustainability. 

Flowmeters, which measure the rate of liquid or gas flow, are indispensable for 

monitoring fuel consumption, emissions, and operational efficiency in vehicles, 

aircraft, and ships [33]. For example, in aviation, flowmeters provide real-time data on 

fuel usage, enabling airlines to optimize flight routes, reduce fuel burn, and lower 

greenhouse gas emissions [33]. Similarly, in maritime operations, flowmeters help 

monitor fuel flow in vessels, from small boats to large cargo ships, allowing operators 

to minimize waste, optimize engine performance, and comply with international 

emissions standards. Energy accounting within these sectors involves the methodical 

gathering, examination, and reporting of energy consumption data, integrating 

information from flowmeters and other monitoring tools [34]. This process enables 

transportation and naval operators to understand energy consumption patterns, identify 

inefficiencies, and develop targeted strategies to reduce energy use and emissions. For 

example, in the shipping industry, energy accounting can reveal trends in fuel 

consumption that may indicate inefficiencies in voyage planning or engine operation, 

prompting corrective actions that lead to significant fuel savings and reduced carbon 

emissions. As green fuels become more prevalent, special attention must be given to 

flowmeters' ability to accurately measure highly variable flow rates [34]. 

By combining the precision of advanced flowmeters with strategic insights from 

energy accounting, the transportation and naval sectors can achieve substantial 

progress toward sustainability. These practices not only support the achievement of 

the SDGs but also enhance operational efficiency, reduce costs, and bolster global 

efforts to combat climate change by adopting cleaner, more efficient technologies and 

practices. 

A CFD numerical model has been developed and rigorously tested to evaluate the 

performance of an orifice plate flowmeter. This three-dimensional model has been 

employed as part of the European 20IND13 SAFEST project (SAFEST - EMPIR) to 

provide a comprehensive analysis of the interaction between the test liquid and the 

flowmeter, and to perform a sensitivity analysis on critical quantities of interest, such 

as pressure drop, velocity distribution, and turbulence effects. The primary objective 

of the present work is to assess the feasibility and importance of integrating advanced 

numerical techniques into the metrological sector as a strategic approach to enhance 
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measurement accuracy, reliability, and adaptability to new challenges, particularly in 

light of the growing adoption of eco-friendly fuels. 

Integrating computational fluid dynamics (CFD) modelling within metrology offers 

several benefits. First, it enables the detailed visualization and understanding of 

complex flow patterns and phenomena that occur within and around the flowmeter, 

which are often difficult to capture through experimental methods alone. This deeper 

understanding facilitates the optimization of flowmeter design, allowing for more 

precise measurements under various operating conditions. Additionally, CFD 

simulations help identify and quantify the influence of different parameters—such as 

fluid viscosity, temperature, and flow rate variability—on measurement accuracy, 

which is especially important when dealing with the unique properties of green fuels 

that can exhibit significantly different behaviours from conventional fuels. Moreover, 

the use of numerical modelling tools such as CFD in metrology reduces the 

dependence on extensive and costly physical testing by allowing a virtual assessment 

of multiple scenarios, including extreme conditions that are hard to replicate in 

laboratory environments. This can significantly accelerate the development of new 

flowmeter technologies and improve their adaptability to a broader range of 

applications, including those in the transportation and naval sectors. By leveraging 

these advanced techniques, the metrological community can better address the 

challenges posed by the transition to sustainable energy sources, ensure compliance 

with international standards, and contribute to the broader goals of sustainability, 

efficiency, and innovation. The outcomes of this work highlight the transformative 

potential of integrating numerical modelling with traditional measurement approaches 

to meet the evolving demands of modern industry and environmental policy. 

3.2 Case study 

This paragraph has been divided into two distinct sections, the first one outlines an 

experimental campaign conducted in collaboration with several National Metrology 

Institutes (NMIs) as part of a European research project aimed at improving the 

accuracy of flow measurements in power plants. This campaign involved testing an 

orifice plate flowmeter across a range of temperatures and flow conditions to 

understand the effects of installation and flow disturbances on measurement accuracy. 

Advanced measurement techniques, such as Laser Doppler Velocimetry (LDV), were 

used to ensure fully developed flow conditions and validate the experimental results. 
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The second section discusses the development and validation of a computational 

fluid dynamics (CFD) model to support and enhance the findings of the experimental 

campaign. The CFD model was designed to simulate the flow behaviour around the 

orifice plate, providing detailed insights into fluid dynamics, such as turbulence and 

pressure variations. 

3.2.1 Experimental Campaign 

The experimental campaign focused on developing and validating a model for the 

discharge coefficient of an orifice plate over various temperatures and Reynolds 

numbers. This experimental study was conducted under the European research project 

JRP "Metrology for Improved Power Plant Efficiency," and involved several National 

Metrology Institutes (NMIs), including Physikalisch-Technische Bundesanstalt 

(PTB), Sveriges Tekniska (SP) and Danish Technological Institute (DTI). The 

investigated case study focuses on a single-hole orifice plate flowmeter installed in a 

DN 100 (100 mm nominal diameter) pipe, which is commonly used in industrial flow 

measurement applications. These experiments involved varying flow rates, fluid types, 
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and operational conditions to ensure the model's robustness and accuracy in simulating 

actual flow behaviour. A representation of the power plant is available in Figure 3.1. 

 

Figure 3.1. Sketch of the power plant used as reference in the experimental campaign. 

 

 

Figure 3.2 Nominal and measured diameters(mm) of the orifice plate–with a sharp edge, an annular 

chamber and corner tappings – and the resulting value of the diameter ratio 
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Differential pressure (DP) flowmeters, including orifice flowmeters, operate on the 

principle of Bernoulli, which states that the flow rate of a fluid is proportional to the 

square root of the pressure drop across a restriction, assuming steady flow and the 

conservation of energy. The flow rate is directly correlated to the differential pressure 

measured between the upstream and downstream sides of the orifice, as well as to the 

fluid’s physical properties, such as temperature, density, and viscosity. Accurate flow 

measurement using orifice plates is governed by the guidelines provided in the 

International Standard ISO 5167 Part 2, which defines the geometric specifications, 

installation procedures, operating conditions, and metrological standards necessary for 

precise flow measurements. Since the diameter is essential for the evaluation of the 

discharge coefficient, the orifice plate was measured at various location across the 

diameter with a micrometer caliber in the experimental campaign conducted by the 

Technical Research Institute of Sweden (SP). 

Table 3.1 Geometrical parameters of the single-hole orifice plate flowmeter 

Geometrical parameter Nominal Measured 

Orifice diameter, d (mm) 51.13 51.13 

Pipe diameter, D1 (mm) 102.26 101.84 

Anular chamber diameter, D2b (mm) 102.26 102.26 

Pipe diameter D2 (mm) 102.26 103.49 

Pipe diameter , D3 (mm) 102.26 102.28 

Diameter ratio, 𝛽 (/) 0.5 0.494 

The mass flow rate 𝒒𝒎 (kg/s) through an orifice plate can be determined using the 

following equation: 

𝑞𝑚 =
𝐶 ∙ 𝜀 ∙ 𝜋 ∙ 𝑑2 ∙ √2 ∙ ∆𝑝 ∙ 𝜌

4 ∙ √1 − 𝛽4
 (3.1) 

where: 

• C is the discharge coefficient (dimensionless), which depends on the Reynolds 

number and is calculated using the Reader-Harris/Gallagher (RHG) equation. 

• ε is the expansibility factor (dimensionless), accounting for the compressibility 

of the fluid and provided by the second Reader-Harris equation. 

• d (m) is the diameter of the orifice. 

• Δp (Pa) is the differential pressure across the orifice. 

• ρ (kg/m³) is the density of the fluid. 



 

59 

 

• β (dimensionless) is the diameter ratio, defined as the ratio of the orifice 

diameter to the pipe's internal diameter. 

The discharge coefficient (C) and expansibility factor (ε) are crucial for accurately 

calculating flow rate. The discharge coefficient considers flow profile, pipe roughness, 

and Reynolds number effects, while the expansibility factor adjusts for the fluid's slight 

compressibility. The ISO 5167 standard offers detailed empirical correlations, such as 

the Reader-Harris/Gallagher (RHG) equation [35], to determine these parameters 

using extensive experimental data across various flow conditions. Research indicates 

that upstream and downstream disturbances, changes in flow regime, and fluid 

properties can significantly affect orifice flowmeter accuracy. Studies have also 

highlighted the importance of proper installation and calibration to minimize 

measurement errors and ensure compliance with international standards [36]. 

This experimental campaign was used as a reference for validating the developed 

numerical model; to this scope, just the measurements of the undisturbed flow scenario 

were considered. A representation of the flow meter and the expected velocity profile 

are reported in Figure 3.3: 

 

Figure 3.3. Overview of the orifice plate simulated (undisturbed flow). 

Table 3.2 Fixed test plan including the resulting flow rates for Reynolds number ReD = 5 · 105 

Dimension Value 

Temperature (°C) 20 

Kinematic Viscosity (x10-6 m2 s-1) 1.0048 

Flow rate (m3 h-1) 14.5 

Density (kg m-3) 998.23 

The establishment of a fully developed flow profile is crucial for ensuring the 

comparability of flow measurements and validating the Reynolds number theory. To 
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achieve this, all participating National Metrology Institutes (NMIs) measured the 

undisturbed axial flow profile (primary component) at a standard temperature of 20°C. 

Additionally, it was confirmed that the maximum swirl angle of the secondary flow 

components remained below 21 degrees for the undisturbed flow profile at this 

temperature. This verification was facilitated by the use of an innovative Laser 

Doppler Velocimetry (LDV) window chamber, which allows for the measurement of 

the complete velocity profile, including all three flow components, across the entire 

cross-section of the pipe. The measured profiles were then compared against 

theoretical profiles, which are primarily based on empirical data, to ensure accuracy 

and consistency. To quantify the secondary velocities within the flow, the maximum 

swirl angle is used, as defined by Yeh and Mattingly [37] to measure the deviation of 

the secondary flow vector from the axial flow direction (primary component) [38]. The 

maximum swirl angle is calculated using the formula: 

𝜙𝑀𝐴𝑋 = arctan (
|𝑣|𝑀𝐴𝑋
𝑤𝑣𝑜𝑙

) 

 

(3.2) 

where |𝑣|𝑀𝐴𝑋  represents the maximum magnitude velocity and 𝑤𝑣𝑜𝑙 is defined as the 

volumetric friction velocity.  
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Figure 3.4 Comparison of the calculated and the measured velocity profile for ReD = 5 · 105at 

temperature of 20°C. (a) Calculated velocity profile.(b)Measured velocity profile including the 

measuring grid 

The aim is to establish acceptable ranges or maximum thresholds for these flow 

indicators to characterize the velocity profile better. If the calculated flow indicators 

fall within these predefined limits, the flow can be considered to have a sufficiently 

developed turbulent profile. When dealing with parameters such as swirl and 

turbulence intensity in flow sensors, setting maximum values for the swirl angle and 

turbulence factor is common practice. However, determining the acceptable ranges for 

these parameters can be quite challenging due to the lack of established experience or 

guidelines in the field. In the context of flow sensors based on differential pressure 

measurement, specific requirements for acceptable flow conditions are detailed in ISO 

5167. According to this standard, it is specified that the maximum deviation of the 

local axial velocity should not exceed 5% of the maximum local axial velocity of a 

fully developed, swirl-free flow profile after a 100-pipe diameter (D) inlet. This means 
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that there are clear guidelines to follow in order to ensure accurate and reliable flow 

measurements. The swirl angle should be less than or equal to 21 degrees. 

3.2.2 Numerical model 

A three-dimensional CFD numerical model was developed in the OpenFOAM 

environment using the pimpleFoam solver. The velocity and pressure fields in the 

computational domain were predicted by solving the mass and momentum equations 

under the assumption of three-dimensional, unsteady, turbulent, and incompressible 

flow (the governing equations are reported in Appendix A).  The Unsteady Reynolds-

averaged Navier-Stokes (URANS) [39]  approach was employed to evaluate the 

performance of the flowmeter and the Shear Stress Transport (SST) k-ω [40] 

turbulence model was chosen as the most suitable model after a turbulence model 

sensitivity analysis , for predicting the velocity and pressure whithin the computational 

domain. Following the methodology proposed by Arpino et al. [30], the time step was 

controlled by evaluating the Courant number 𝐶𝑜, which is reported in equation (3.3) 

for a mono-dimensional case. 

 𝐶𝑜 =
|𝑢|∆𝜃

∆𝐻
 

(3.3) 

where |𝑢| is the magnitude velocity of the flow (m/s), ∆𝜃 is the time step (s), and 

∆𝐻 is the characteristic size of the mesh cell (m). Following the equation above-

mentioned, once the grid dimension and the velocity of the case are fixed in the pre-

processing phase, the time step is controlled then by the chosen Courant number. The 

implicit scheme resolution was chosen to perform the transient resolution of the 

numerical simulation. Furthermore, given that a 1% variation between Co = 1 and 

Co=2 [30], a larger value of the Courant number has been chosen to have a good 

balance between the results and processing time. Since the flow is fully turbulent, due 

to the restriction effect in the duct and the tested high flow rate in the scenarios, the 

analysis of the numerical results and the mesh sensitivity have been conducted related 

to time-averaged velocity and pressure fields. The analysis to establish the proper 

averaging time interval has also been performed by monitoring the time evolution of 

the magnitude velocity in two points of interest, which corresponded with the pressure 

taps. An extensive evaluation of the averaging field is reported in and Figure 3.6. 
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Figure 3.5. Progressive time-average evaluation of the velocity field employing the chosen 

computational domain 

 

Figure 3.6. Percentage deviation of progressive average up to a given time level of 1% employing the 

Mesh 2. 

As illustrated in Figure 3.6, the deviation from the median value drops below 1% 

after two seconds of simulation. Consequently, the average field utilized to assess the 

efficacy of the numerical model has been calculated from the second of processing, 

until the convergence of the residuals. The coordinates of the two points are available 

in Table 3.3Error! Reference source not found. and presented in Figure 3.7: 

Table 3.3. Extraction points for the time-averaging analysis. 

Points Coordinate (m) 

Probe 0 (-0.10226, 0, 0) 

Probe 1 (0.05113, 0, 0) 
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Figure 3.7. Location of the probes in the computational domain. 

The grid, composed of 2.21 x 106 cells and determined based on a comprehensive 

mesh sensitivity analysis, was generated by using the OpenFOAM utility 

“snappyHexMesh” and refined by the orifice plate, where the location of the primary 

turbulent effects are located. Three computational grids were considered for the mesh 

independence analysis, whose main parameters are reported in Table 3.4. 

Table 3.4. Details of the computational domains used in the sensitivity analysis 

 Number of cells (x 106) Max Skewness Non-Orthogonality 

Mesh 1 1.06 3.1 59.98 

Mesh 2 2.21 3.1 59.98 

Mesh 3 4.87 3.0 59.98 

In 3D CFD, the choice of maximum skewness and non-orthogonality directly 

impacts simulation accuracy, stability, and convergence. Skewness measures how far 

a mesh cell deviates from an ideal shape, with lower values being critical to reduce 

interpolation errors and numerical diffusion. For most solvers, maximum skewness is 

ideally kept below 0.85, as higher values can lead to instability. Non-orthogonality 

represents the deviation of face normals from being perpendicular to the line 

connecting cell centers. It affects the calculation of fluxes and gradients, with values 

below 45° generally being manageable, though corrections are needed above this 

range. Complex geometries require a balance between these metrics, often achieved 

through refined meshing and solver adjustments to handle higher deviations. Proper 

control ensures better convergence and reliable results in simulations. The sensitivity 

analysis has been conducted by approximately doubling the cell size domain at each 

refinement step, from the coarsest (Mesh 1) to the finest (Mesh 3). 
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Figure 3.8. Clipping plane in  x-y of the computational domain at z=0 (m). 

An x-z clipping of the selected computational grid for the numerical simulation is 

presented in Figure 3.8. As previously stated in the ISO Standard 5167 Part 2, the 

pressure taps are located one diameter upstream and a half diameter downstream to the 

orifice plate to capture accurately the differential pressure across the section [41]. The 

comparison of the velocity and pressure profile has been conducted in the 

aforementioned sections. A comparison of the differential pressure and discharge 

coefficient is presented in Table 3.5. 

Table 3.5. Sensitivity analysis of the computational grid considering the mesh 3 as a reference for the 

analysis. 

 
Differential 

Pressure (Pa) 

Discharge 

Coefficient 

Average Error 

(%) 

Mesh 1 123,755 0.6410 5.1 

Mesh 2 119,124 0.6157 1.4 

Mesh 3 117,612 0.6091 / 

 

The sensitivity analysis was carried out using Mesh 3 as the reference. Mesh 3 is 

the densest and most precise of the three computational domains that were tested. 

Table 3.5 shows that Mesh 1 is not dense enough to precisely capture the phenomena. 

It displays an average error of 5.1% for both the differential pressure and discharge 

coefficient. On the other hand, Mesh 2 shows a lower average error than Mesh 1 for 

both tested quantities.  

The boundary conditions utilized for the numerical investigations are presented in 

Table 3.6 for the k and ω  characteristics of the turbulence model and from Table 3.7 

to Table 3.9, in terms of velocity and pressure for all the boundaries of the 

computational domain.  

Table 3.6. Boundary conditions set for numerical model validation (k- ω model). 

 k ω 
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Inlet 𝐼 = 0.1 𝑙 = 0.007 m 

Walls standard wall functions standard wall functions 

Outlet ∇k = 0 ∇ ω = 0 

Table 3.7. Boundary conditions for the velocity and pressure coupling in case of scenario 1. 

Scenario 1 

 Velocity (m/s) 
Pressure 

(Pa) 

Inlet (0.489 0 0) ∇p = 0 

Walls (0 0 0) ∇p = 0 

Outlet ∇v = 0 p = 0 

Table 3.8. Boundary conditions for the velocity and pressure coupling in the case of scenario 2. 

Scenario 2 

 Velocity (m/s) 
Pressure 

(Pa) 

Inlet (2.456 0 0) ∇p = 0 

Walls (0 0 0) ∇p = 0 

Outlet ∇v = 0 p = 0 

Table 3.9. Boundary conditions for the velocity and pressure coupling in the case of scenario 3. 

Scenario 3 

 Velocity (m/s) 
Pressure 

(Pa) 

Inlet (3.912 0 0) ∇p = 0 

Walls (0 0 0) ∇p = 0 

Outlet ∇v = 0 p = 0 

 

In particular, 𝐼 represents the turbulence intensity at the inlet, 𝑙 denotes the mixing 

length calculated as 𝑙 = 0.07 x 𝐿 (where 𝐿 (m) is the diameter of the pipe), 𝑣 (m/s) 

signifies the velocity, p (Pa) denotes the pressure, 𝑘 (m2/s-2) represents the turbulent 

kinetic energy and 𝜔 (m2/s-3) denotes the turbulent dissipation rate. 

3.3 Results and Discussion 
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This section is divided into two parts. The first part focuses on validating the 

numerical model using experimental data.  

1. The validation process has been realized using water as a test liquid, 

collaborating with the Technical Research Institute of Sweden, which 

furnished the experimental data of the orifice plate. 

2. The validated numerical model has been used with two different biodiesels, 

closer to the transportation sector and whose characteristics of density and 

viscosity  

 The second part examines the parametric analysis of the validated numerical model 

to assess the performance of new test fluids and boundary conditions. In the last part 

of the result section, three different liquid tests have been performed in the numerical 

analysis, considering that the model should be able to predict the performance of the 

metrological meter in the transportation sector. The validation process has been 

realized using water as a test liquid, because of its availability and  

3.3.1 Numerical validation and result 

This section presents an extraction of the results of the experimental campaign. The 

experimental results have been employed in this paper to validate the numerical model 

described in section 3.2.2. In particular, measurements were taken in a range of 

temperature between 10 °C and 85 °C, while only the results of the experimental run 

with water at 20°C are reported in the following Table 3.10.  

Table 3.10 Three different scenarios of the test plan were taken by the RISE with water as the test 

liquid. 

 Scenario 1 Scenario 2 Scenario 3 

Temperature (°C) 20 20 20 

Kinematic Viscosity (x10-6 m2 s-1) 1.0048 1.0048 1.0048 

Flow rate (m3 h-1) 14.5 72.6 115.6 

Density (kg m-3) 998.23 998.27 998.42 

Based on the test results, as shown in Figure 3.9 the theoretical discharge coefficient 

calculated with the RHG equation shows an average error of 0.41% in comparison to 

the measured discharge coefficient. The measured discharge coefficient exhibited 

some interesting characteristics. In particular, it was observed that the measured values 

were consistently higher than the values predicted by theory. This observation is 

evident when examining Figure 3.9. One possible cause for this discrepancy is that the 
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edge sharpness of the orifice may have affected the experimental session in some way, 

or the surface roughness of the pipes may have been higher than expected, leading to 

higher discharge coefficient values. Measurements were also taken for larger Reynolds 

numbers (i.e., up to 6 x 106), and an extrapolation of the behaviour for undisturbed 

flow measurement has been evaluated also for very high Reynolds (1 x 107). 

 

Figure 3.9 Results of the measurements for the undisturbed flow scenario at 20°C. 

 

Figure 3.10 Results of the discharge coefficient from the undisturbed measurements at different flow 

rates and uncertainty are presented in the experimental point 

To reproduce the experimental campaign and analyze the effectiveness of the 

numerical technique, just part of the entire experimental campaign described in Büker 

et al. [42] has been used for the validation of the numerical model. Three distinct 

scenarios have been evaluated for the analyzed case, to provide an experimental 

validation of the numerical results. For all the aforementioned scenarios, water has 
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been used as a test liquid and its characteristics are presented in Table 3.10. The 

numerical results were validated on three different Reynolds number values selected 

from the experimental campaign. The results discharge coefficient was evaluated using 

the RHG equation (Equation (3.1)) and the numerical differential pressure across the 

section. The result of the validation is available in Table 3.11. The experimental and 

numerical comparison highlights the model's capability to predict the discharge 

coefficient value for all the cases, defining a maximum error of 1.59% for the third 

scenario. 

The results of the validation process demonstrate that the numerical model 

presented in section 3.2.2 can predict the differential pressure across the section of the 

orifice plate and consequently evaluate the flow rate in the computational domain. 

Table 3.11. Comparison of experimental and numerical results. 

 

Discharge 

Coefficient 

Experimental 

Discharge 

Coefficient 

Numerical 

Error (%) 

Scenario 1 0.6135 0.6178 0.71% 

Scenario 2 0.6081 0.6156 1.25% 

Scenario 3 0.6076 0.6172 1.59% 

3.3.2 Parametric analysis and Variable flowrate 

As the initial step, the validated numerical model was utilized for a sensitivity 

analysis concerning the liquid test. Given that one of the objectives of the SAFEST 

project is to assess the performance of the flowmeter when innovative fuels are used, 

two different types of bio-diesel were selected for the analysis. The fluid properties 

were provided by the National Metrology Institute of the Federal Republic of 

Germany, known as the Physikalisch-Technische Bundesanstalt (PTB), and they are 

summarized in Table 3.12, while the characteristics of water were reported in Table 

3.10. 

Table 3.12. Fluid properties of the two bio-diesel employed in the parametric analysis on the fluid 

test. 

 Biodiesel-1 Biodiesel-2 

Temperature (°C) 20 20 

Kinematic Viscosity (x10-6 m2 s-1) 1.733 1.720 

Density (kg m-3) 761.44 784.81 
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The same numerical model depicted in section 3.2.2 was used for the parametric 

analysis. A comparison of the discharge coefficient for the three tested liquid tests is 

provided in Figure 3.11. The discharge coefficient trends vary significantly between 

water and biodiesels. The water discharge coefficient shows linear behaviour, ranging 

from 0.62 to 0.61, while the discharge coefficient for the two biodiesel follows an 

exponential trend, ranging from 0.64 to 0.60. The numerical analysis consents us to 

evaluate the performance of untested liquid fuels. Based on the obtained results, it is 

evident that there exists a correlation between the two biodiesels, as demonstrated in 

Figure 3.11. This correlation is attributed to the similar thermodynamic characteristics 

of the two bio-diesels as reported in Table 3.12. Interestingly, the numerical analysis 

conducted with water showed unrelated results to the fuels test. Furthermore, the 

curves representing the discharge coefficient demonstrate a flattening trend as the 

density of the problem decreases, highlighting an important aspect of the behaviour of 

the numerical analysis that can be useful in the case of experimental tests with an 

orifice plate in the same β range.  

 

Figure 3.11. Numerical results of the discharge coefficient for three tested fluids and comparison of 

the trend in the same Reynolds number range. 

Upon conducting a parametric analysis, it was observed that the tests performed 

with biodiesels resulted in notable discrepancies in the discharge coefficient curves 

compared to the anticipated outcomes specified in ISO Standard 5167. It was found 

that employing computational fluid dynamics (CFD) models can aid in rectifying the 

calibration of these measurement systems and consequently diminishing the 

divergence between the expected flow rate and the measured one. Effective energy 

accounting and metering are essential components of a sustainable energy strategy. 
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They provide the necessary data to optimize energy use, reduce costs, minimize 

environmental impact, and support the global transition to renewable energy sources. 

Through precise measurement and informed accounting, organizations can make 

significant progress toward achieving sustainability goals and ensuring long-term 

environmental and financial benefits. For sustainability purposes, the amount of 

carbon dioxide emitted by any source is connected to the estimation of the energy 

required and used during its operation, as summarized in the following equation: 

∆𝑄𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∝ ∆𝐶𝑑 ∝ ∆𝐶𝑂2𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑  
(3.4) 

It was estimated that for this specific application for low Re and high Re values 

(respectively 1·105 and 4·105) the wrong calibration of the flowmeter affects the 

measurement of the ∆𝑄𝑚 for 5% and consequently, the CO2 estimation. 

3.4 Conclusion 

In this paper, we analyzed the performance of a numerical model for a single-hole 

orifice plate flow meter under various operating conditions. The 3D Computational 

Fluid Dynamics (CFD) simulations were validated using experimental data provided 

by the Research Institutes of Sweden (SP) as part of the European 20IND13 SAFEST 

project. The institute also supplied the geometry, dimensions, and boundary conditions 

for the cases studied. Numerical evaluations, conducted within the OpenFOAM 

environment, focused on assessing the flow meter’s discharge coefficient and the 

differential pressure across the orifice. The CFD results demonstrated the numerical 

model's reliability and showed good agreement with the experimental data provided 

by the project partner. 

However, further work is needed to accurately determine the dynamic flow rate at the 

inlet of the computational domain, as the current model has limitations in predicting 

flow rate with sufficient precision. Future research will aim to improve the model's 

accuracy, reducing the margin of error. Additionally, the next steps will focus on 

refining the model for dynamic charging conditions and testing it with novel liquid 

fuels currently being investigated by the SAFEST project partners. 

Accurate flow metering is essential in industries that aim to optimize resource usage, 

reduce waste, and improve process efficiency. Flow meters are critical in applications 

such as energy generation, fuel transportation, and chemical processing, where precise 

measurement of flow rates can minimize energy consumption and material loss. 

Reliable flow metering systems help optimize operations, thereby reducing the 

environmental footprint of these processes. 
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Incorporating CFD tools in the design and analysis of flow meters, such as the orifice 

plate flow meter evaluated in this study, contributes to the sustainability of industrial 

systems. By allowing for the simulation of complex fluid behaviors without the need 

for extensive physical testing, CFD reduces material use and energy costs associated 

with building and operating experimental setups. Furthermore, the insights gained 

from CFD models can lead to better-designed systems with higher efficiency and lower 

emissions. 

As the SAFEST project continues to explore novel liquid fuels, the use of CFD for 

optimizing flow measurement tools becomes even more crucial. These fuels often 

come with unique properties that necessitate precise measurement and control to 

ensure sustainable and efficient energy use. Improving the accuracy of CFD models 

for such applications not only enhances performance but also contributes to the broader 

goals of sustainability by promoting efficient resource management and reducing 

environmental impact. 

In conclusion, this study highlights the importance of integrating CFD tools into the 

analysis and optimization of flow metering systems, especially as industries shift 

towards more sustainable practices. Accurate and efficient metering can play a vital 

role in reducing waste and emissions, while CFD simulations help streamline design 

processes, ultimately leading to more sustainable industrial operations. 
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II                                                                          
INDOOR AIR QUALITY: MODELLING 

AND BENCHMARKING  
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CHAPTER 4. Aerosol dispersion: 

physics and numerical modeling 

4.1 Introduction 

Respiratory viruses primarily spread through the transfer of infectious particles 

among individuals, a process that underscores the importance of understanding both 

physical and biological mechanisms involved in viral transmission. These pathways 

illustrate how viruses navigate through their environment and successfully infect new 

hosts. Gaining a comprehensive understanding of these transmission routes is crucial 

for the formulation of effective preventive measures and for managing and mitigating 

the spread of viral infections. The transmission of respiratory viruses may occur 

through three basic routes [31], [43] that could be summarized as follows: 

• Spray transmission: This type of transmission occurs when virus-laden 

droplets, which are particles larger than 100 μm in diameter, are emitted by 

an infected person. These droplets then land on the mucosal surfaces of a 

susceptible individual. This mode of transmission is traditionally referred to 

as large-droplet transmission. 

•  Inhalation transmission: it refers to the small respiratory droplets, also 

known as aerosol or airborne droplets, that are suspended in the air. These 

particles are typically below 100 μm in diameter and they are exhaled by an 

infected person. If inhaled by a susceptible individual, these droplets can 

potentially transmit infections. 

• Touch transmission: Refers to both animate and inanimate surfaces that 

have been contaminated by virus-laden droplets, which are then touched by 

a person and can transfer the virus to their mucous membranes.  

The airborne droplet route has been recognized as the primary pathway of infection 

transmission in indoor environments [33], [35], [36]. Ballistic drops owe their 

movement to the momentum gained when they are released [46] and rapidly settle in 

a range lower than 0.6 m from the source [31], therefore they are a source of contagion 

only for the subject in close proximity to the source (or by touch transmission in the 
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long-range). Conversely, particles with a diameter lower than 100 μm can remain 

suspended in the air for a prolonged time and travel from a long distance in an indoor 

environment [46], [47], [48], likely infecting multiple individuals sharing the same 

space of the infected. For these reasons, the commonly recommended safe distance of 

1-2 m, widely adopted in most countries to reduce the spread of SARS-CoV-2, can be 

useful outdoors but is insufficient in indoor environments [46], [49]; rather, it is crucial 

to study the effects of ventilation and airflow patterns, as they strongly influence 

particles transport and distribution [50]. Natural ventilation effectively reduces air 

contaminants and improves indoor air quality [51]. However, it is avoided during the 

coldest and hottest months of the year due to the disparity between outdoor climatic 

conditions and the desired thermo-hygrometric comfort [52], [53]. Therefore, it is 

essential to investigate the effect of Heating, Ventilation, and Air Conditioning 

systems on indoor air quality and aerosol transport 

4.2 Case studies and dissertation goal 

The forthcoming sections will delve into the intricate dynamics of aerosol 

dispersion within indoor settings, shedding light on various case studies that 

significantly impact our daily experiences. From microscopic to macroscopic 

environments, we will thoroughly explore how particle behavior can fluctuate, leading 

to varying levels of exposure and risks for vulnerable individuals. 

In Chapter 7, we will examine the dispersion and inhalation of particles by a 

susceptible individual in close proximity to an infectious speaker, evaluating the risk 

of SARS-CoV2 infection during a specific exposure period. Utilizing a three-

dimensional transient numerical model validated by particle image velocimetry, our 

study reveals that large droplets pose minimal risk beyond 0.6 meters, while airborne 

droplets dominate at greater distances. We find that maintaining a distance of 0.75 

meters for brief exposures reduces the risk to below 0.1%, but for longer exposures, 

this safety distance increases significantly. 

Moving on to Chapter 8, our focus turns to the analysis of airborne droplet 

distribution emitted by an infected teacher in a university lecture room over a two-hour 

speaking session, while varying the air change rate of the HVAC system. This analysis 

underscores the limitations of increasing the air change rate of the HVAC system in 

improving indoor air quality and reducing the risk of infections in shared 

environments, such as lecture rooms. These spaces are particularly vulnerable to 
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infection transmission due to high occupant concentration, prolonged residence time, 

and the presence of speaking subjects.  

The analysis in Chapter 7 and Chapter 8 will highlight the the limitations of the 

HVAC system as a means of reducing infection risks in indoor settings. As a potential 

solution for more targeted control of individual susceptibility, the adoption of 

personalized ventilation is proposed. This approach would allow for localized 

regulation of airflow for individuals without significantly impacting the overall airflow 

in the indoor environment. Chapter 8 delves into the evaluation of a newly designed 

portable personal air cleaner, assessing its effectiveness in reducing the transmission 

of respiratory pathogens in both close-proximity scenarios (such as face-to-face 

conversations) and shared indoor environments (such as the university classrooms 

discussed in Chapter 7). 

4.3 Methodology 

4.3.1 Numerical Eulerian/Lagrangian model 

The droplet-laden flow evolving in the investigated indoor environments can be 

regarded as a dispersed dilute two-phase flow since the spacing between droplets is 

sufficiently large and the particle volume fraction sufficiently low (<10−3) [54], [31]. 

Fluid-particle interaction is here solved by using an Eulerian-Lagrangian approach, 

modelling the air (i.e., the continuous phase) with an Eulerian approach and tracking 

the particles (i.e., the discrete phase) individually by solving a force balance equation 

(Lagrangian Particle Tracking, LPT). 

Particles are assumed to be spherical. The trajectory of a single particle in a shear 

flow can be expressed by the Newton's Second Law [55], [56], [57]: 

𝑚𝑑

𝑑𝒖𝑑
𝑑𝑡

= 𝑭𝑏𝑜𝑑𝑦 + 𝑭𝑠𝑢𝑟𝑓𝑎𝑐𝑒 + 𝑭𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 (4.1) 

where 𝑭𝑏𝑜𝑑𝑦 is the body force, 𝑭𝑠𝑢𝑟𝑓𝑎𝑐𝑒 is the surface force and 𝑭𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛  is the 

interaction force. Body force is given by the sum of gravity and virtual mass forces: 

𝑭𝑏𝑜𝑑𝑦 = 𝑭𝐺 + 𝑭𝑉𝑀 (4.2) 

The virtual mass force 𝑭𝑉𝑀 in equation (4.2) arises due to the acceleration of the 

fluid surrounding the accelerating particle. This force can be neglected when the 

relative acceleration is small. 

Surface force is the sum of drag, pressure, Basset, Saffman and Magnus forces, as 

described by the following equation: 
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𝑭𝑠𝑢𝑟𝑓𝑎𝑐𝑒 = 𝑭𝐷 + 𝑭𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 + 𝑭𝐵𝑎𝑠𝑠𝑒𝑡 + 𝑭𝑆𝑎𝑓𝑓𝑚𝑎𝑛 + 𝑭𝑀𝑎𝑔𝑛𝑢𝑠 (4.3) 

For particles with a small diameter, pressure, Safmann and Magnus forces can be 

safely neglected compared to drag forces. In addition, when the fluid density is much 

smaller than the particle density, the Basset force can also be considered negligible 

[57]. 

Finally, interaction force is the sum of Brownian motion force (𝑭𝐵𝑀), particle-

particle interaction force (𝑭𝑝𝑝), and particle-wall interaction force (𝑭𝑝𝑤): 

𝑭𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑭𝐵𝑀 + 𝑭𝑝𝑝 + 𝑭𝑝𝑤 (4.4) 

Brownian motion force can be neglected since the particles considered are of the 

order of microns in size. Particle-particle interaction forces must be considered for 

dense particle suspensions [57]; particle-wall interaction forces are important in dense 

flows, as well as in wall-dominated dilute flows [54]. These forces are assumed to be 

negligible in the proposed investigations. According to the above discussion, the 

droplet motion inside the airflow is described by solving the LPT equations below: 

𝑚𝑑

𝑑𝒖𝑑
𝑑𝑡

= 𝑭𝐷 + 𝑭𝐺  (4.5) 

𝑑𝒙𝑑
𝑑𝑡

= 𝒖𝑑 (4.6) 

The drag force is given by Crowe et al. [54]: 

𝑭𝐷 = 𝑚𝑑

18

𝜌𝑑 ∙ 𝑑𝑑
2 𝐶𝐷  

𝑅𝑒𝑑(𝒖 − 𝒖𝑑)

24
 (4.7) 

The droplet density has been considered constant and equal to 1200 kg m−3 as 

representative of the density of non-volatile components carried by respiratory 

droplets [58], [59], [60]. The 𝑅𝑒𝑑 is calculated as: 

𝑅𝑒𝑑 =
𝜌(|𝒖 − 𝒖𝑑|)𝑑𝑑

𝜇
 (4.8) 

whereas the drag coefficient, 𝐶𝐷, in equation (4.7) is evaluated as a function of the 

droplet Reynolds number: 
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𝐶𝐷 =

{
 
 

 
 

24

𝑅𝑒𝑑
                             if 𝑅𝑒𝑑 < 1

24

𝑅𝑒𝑑
(1 + 0.15 ∙ 𝑅𝑒𝑑

0.687)         if 1 ≤ 𝑅𝑒𝑑 ≤ 1000

0.44                                      if 𝑅𝑒𝑑 > 1000

 (4.9) 

Droplet collisions are generally considered to be elastic, meaning that kinetic 

energy is conserved during these interactions. When analyzing the dynamics of these 

droplets, the equations of motion are approached with the assumption of one-way 

coupling. This suggests that the flow field significantly influences the motion of the 

droplets, dictating their trajectories and velocities. Conversely, the impact of the 

droplets on the airflow is considered negligible. Consequently, the complex 

interactions of droplet motion are primarily modeled with a focus on fluid dynamics, 

without accounting for significant changes in the flow caused by the droplets. This 

simplification facilitates clearer predictions of droplet behaviour within the broader 

context of fluid dynamics. 

4.3.2 Droplet emission model  

The emission of particles from the infected individual was modeled based on their 

breathing and speaking activities. Specifically, the rate of particle emission (ERN, 

particles per second) - which represents the number of particles exhaled by the infected 

individual per unit time and depends on particle size - was estimated for both speaking 

and breathing. These estimates were derived from experimental analyses conducted by 

Johnson et al. [61] and Morawska et al. [62]. A distribution of particles from 0.5 μm 

to about 1000 μm close to the mouth of an adult person while breathing and speaking, 

to evaluate the negligibility of the evaporation phenomenon, while the measurement 

process was notably intricate due to the rapid evaporation characteristic inherent in 

emitted respiratory particles. The experimental analysis took place within a dedicated 

wind tunnel, known as the Expired Droplet Investigation System (EDIS), wherein two 

distinct measurement techniques were employed to encompass the entire size range: 

an aerodynamic particle sizer (up to 20 μm) and a droplet deposition analysis (μm). 

For more comprehensive insights into the experimental apparatus and the adopted 

methodology, interested parties are directed to consult the papers mentioned above 

[61], [62]. 

In this section, a simplification of the particle number distribution was considered 

to make affordable numerical simulations. Thus, the original distribution [61], [62] 
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was fitted and simplified into five size ranges. The negligible contribution of spray-

borne respiratory particles to the risk of infection [31], [63], [64]  has led to the 

limitation of the considered size ranges to airborne respiratory particles (<90 µm). 

Volume distributions and emission rates (ERV, µl s−1Ap) were computed under the 

assumption of spherical particle geometry. Considering the quick evaporation 

phenomenon of the particles after emission [65], [66], in the CFD model the post-

evaporation number and volume distributions were considered and the volume particle 

distribution before evaporation (i.e., as emitted) was reduced to that resulting from the 

quick evaporation considering a volume fraction of non-volatiles in the initial particle 

of 1% [65]. This particle evaporation phenomenon reduces the particle diameter to 

about 20% of the initial emitted size. The particle number and volume distributions 

pre- and post-evaporation (fitted by five size ranges) adopted in the simulations and 

the corresponding number and volume emission rates are summarized in Table 4.1 for 

both the expiratory activities investigated. 

As concerns the thermo-fluid dynamics fields in close proximity to the emitter 

subject, numerical values were validated by Cortellessa et al. [31] against the fields 

measured with the PIV technique. 
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Table 4.1 Particle number (dN/dlog(dd)) and volume (dV/dlog(dd)) distributions pre- and 

post-evaporation fitted by five size ranges as adopted in the simulations for breathing and 

speaking expiratory activities. Particle number (ERN) and volume (ERV) emission rates are 

also reported. 
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CHAPTER 5. Experimental 

characterisation of a side-mirror 

model in a wind tunnel 

5.1 Introduction 

The analysis of particle behaviour in indoor environments has highlighted the 

necessity for a comprehensive understanding of numerical tools in Lagrangian 

analysis. Turbulent particle-laden flows are prevalent across various sectors, including 

engineering, medicine, and environmental applications. Most studies have 

concentrated on developing empirical correlations among case studies; however, there 

is a pressing need for a deeper investigation into the local flow characteristics that 

govern global behaviour. Experimental tools and campaigns have significantly 

advanced our understanding of the local turbulence behaviour, which can provide 

valuable insights into the phenomena of single-phase flow [67]. From a research 

perspective, two key issues arise the modification of turbulence due to the presence of 

particles and the transport of particles by turbulent flows. These issues are directly 

linked to the dynamics and characteristics of turbulent particle-laden flows. Existing 

experiments and numerical simulations have substantially enhanced our understanding 

of these two aspects. However, since several non-dimensional parameters, such as 

particle Reynolds number Rep, particle Stokes number Stp, particle volume fraction ΦV, 

particle-to-fluid density ratio ρr, particle-to-turbulence length-scale ratio, etc., are 

involved [68], a full description of the underlying physics and mechanisms of this 

complicated problem is still lacking. 

Computational fluid dynamics (CFD) has proven to be a powerful and reliable tool 

for predicting local fluid behaviour in turbulent, particle-laden flows. Despite this, 

there remains a gap in our understanding of how to set up multiphase flow simulations 

and how to select the most appropriate models to accurately capture the intricate 

interactions at play. The transport of particles within such environments is a complex 

phenomenon with significant relevance to various engineering, medical, and 

environmental applications. Examples include the automotive sector, indoor particle 

dispersion, and airborne pollutants in shared spaces [69],[70]. Developing a 

dependable design tool for predicting and understanding these flows is essential, as it 



 

83 

 

can significantly enhance the accuracy and efficiency of prototype analyses. Numerous 

studies have explored different strategies for analyzing particle-laden flows. For 

instance, Kim et al. [71] investigated the fluid dynamics of various side mirror 

geometries, assessing the impact of three configurations using the Particle Tracking 

Velocimetry (PTV) technique. Elhimer et al. [72] introduced an innovative technique 

for the simultaneous measurement of particle velocity in a three-dimensional turbulent 

flow, comparing the results from Particle Image Velocimetry (PIV) and PTV 

measurements. Additionally, Chen [73] conducted a numerical investigation to 

evaluate the performance of ventilation systems in indoor environments, aiming to 

identify the optimal CFD solution for particle dispersion analysis.  

In this chapter, we will delve into an experimental campaign conducted in the TU 

Delft facilities focusing on the analysis of a simplified side mirror model through 

Particle Tracking Velocimetry (PTV). The experimental campaign aimed to the 

definition of a data set useful for the validation of numerical lagrangian models 

previously employed in Chapter 5 and Chapter 8. During the experimental campaign 

was possible to change the seeding particles, to perform a comparison between 

Bubbles and droplets characterized by different Stokes numbers and time response. 

This research will be important for the next Chapter, which will focus more on the 

validation of such Lagrangian models. 

5.2 Materials and methods 

This section highlights the applied methodology and facilities employed in the 

experimental campaign in the TU Delft laboratories through Particle Tracking 

Velocimetry, a specific optic measurement system, which consented us to define the 

fluid-dynamic of a simplified side mirror model. 

5.2.1 Wind tunnel and model 

Experiments were conducted in a low-speed open-section wind tunnel (W-Tunnel) 

of the Aerodynamic Laboratories of the Aerospace Engineering Department of TU 

Delft. The wind tunnel is characterized by a square contraction ratio of 1:4 and a 0.4 

⨯ 0.4 m2 cross-section and a maximum velocity of 35 m/s. The velocity profile was 

measured in the freestream region using the three-dimensional Particle Tracking 

Velocimetry technique (PTV). The side-view mirror model is immersed in the 

turbulent boundary layer in the freestream region concerning the model height at δ/H 

≈ 0.2. 
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A representation of the experimental setup is available in Figure 5.1, in which the 

side mirror model is located on a black-covered supporting plate of 1m ⨯ 0.8 m ⨯  

0.01 m dimensions, placed forty centimetres out of the W-Tunnel exit. A 45° edge cut 

was created on the plate avoiding the separation of the fluid coming from the exit of 

the wind tunnel. Furthermore, the model has been positioned perfectly in the middle 

of the W-tunnel exit as clearly visible in Figure 5.1. 

 

Figure 5.1. Configuration of the setup of the experimental campaign conducted in the W-tunnel. 

A 0.3m ⨯ 0.3m ⨯ 0.3m measurement volume was selected for the experimental 

campaign to balance the optic characteristics and the measurement quality. The 

measurements were divided into two sections: 

▪ Upstream section: aiming at the evaluation of the potential flow before the 

simplified model; 

▪ Downstream section: aiming at the recirculation zone and wake of the 

model; 

A translation of the whole measurement system has been performed from the 

upstream to the downstream analysis, aiming at the conservation of the optical and 

magnification characteristics of the experimental session. 

Table 5.1. General characteristics of the case study for the three tracers employed in the experiments 

Experimental characteristics Value 

Velocity of freestream 10 m/s 
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Seeding 

Helium Filles Soap Bubbles 

Air Filles Soap Bubbles 

Water droplets 

Reynolds number 9‧105 

Height of the model 10 cm 

Blockage ratio 1.4% 

  

 

Figure 5.2  Representation of the side mirror model 

Figure 5.2 shows the back face of the mirror models tested in the W-tunnel. The 

side mirror model, represented by a half cylinder with a quarter sphere on top, is the 

simplest configuration studied for the automotive sector [71]. The choice has been 

made to create a data set useful for the scientific literature and could be easily 

replicated considering the boundary conditions above presented. 

5.2.2 Measurements system 

The Particle Tracking Velocimetry (PTV) system is a complex system composed 

of various sub-systems working together for the acquisition of the trajectory of 

particles inside an illuminated volume. In particular, four different high-speed cameras 

were located at a distance of 0.7 meters from the measurement volume. The placement 

of the cameras on a beam structure allowed for smooth translation without altering the 

angle of the imaging systems. This design feature ensures that the quality of the images 

captured remains consistent, even after the translation of the system from the upstream 

capture to the downstream acquisition. Two Light Emitting Diodes (LED) 

illuminations were located on the top and the bottom of the models, to have a 

measurement volume completely bright and to avoid the possibility of shadowing 
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during the experimental sessions. The Programmable Time Unit (PTU) was connected 

to a Personal Computer (PC), the imaging systems and the LED units, aiming at the 

correct system coordination during the acquisition. 

The LaVision fluid supply unit (FSU) controlled the generator, which managed the 

pressure of air, helium, and soap. The pressure of the three fluids was set at 2.0, 1.5, 

and 2.0 bar, respectively. The seeding rake was placed inside the wind-tunnel settling 

chamber. Unfortunately, the turbulence intensity (TI) of the seeding rake in the settling 

chamber was not explicitly measured, but it was found to be 1.9% two meters 

downstream of the seeding rake. The nominal diameter of tracer particles was 300 μm, 

with a maximum expected dispersion of 50 μm based on the work of Faleiros et al. 

[74]. A summarizing table containing the main characteristics of the imaging system 

is provided in Table 5.2. 

Table 5.2. Optics and imaging characteristics of the four cameras and illumination settings 

  Camera (1 – 3) Camera 4 

Optics 
Focal length 60 50 

F# 24 28 

Imaging 

Name 
Photron Fastcam 

SA1.1 

Photron Fastcam 

SA-X2 

Pixel size (𝜇m x 

𝜇m) 
20 x 20 20 x 20 

Acquisition 

frequency (Hz) 
5400 12500 

Magnification 

factor 
0.082 

  LED unit 

Illumination 
Pulse Energy (mJ) 25 

Wavelength (nm) 527 

 Spread angle (°) 40 

In a controlled wind tunnel testing environment, researchers utilized Helium-Filled 

Soap Bubbles (HFSB) and Air-Filled Soap Bubbles (AFSB) as high-intensity tracer 

particles. The Helium-Filled Soap Bubbles, which are lighter than air, provided 

valuable insights into airflow patterns and turbulence characteristics, while the Air-

Filled Soap Bubbles served to illustrate the dynamics of fluid motion in different 

aerodynamic conditions. This combination of tracer particles allowed for a 
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comprehensive analysis of the wind tunnel's performance and enhanced the 

understanding of the fluid dynamics at play. The HFSB system comprised ten parallel 

wing rakes, each spanning a length of one meter.  The HFSB system consists of 10 

parallel wing rakes with 1-m length containing 20 nozzles 5 cm apart from each other. 

Thus, the seeding rake comprises 200 nozzles with seeding surfaces approximately 

0.95 × 0.50m2. The generator is operated by a LaVision fluid supply unit (FSU), which 

controls the pressure of air, helium, and soap. The pressure of the three fluids is 

controlled and set at 2.0, 1.5, and 2.0 bar, respectively. The theoretical time response 

of the seeding particles/Bubbles was calculated considering the equation: 

𝜏𝑝 = 𝑑𝑝
2
∆𝜌

18 𝜇
= 𝑑𝑝

2
(𝜌𝑝 − 𝜌𝑓𝑙𝑢𝑖𝑑)

18 𝜇
 (5.1) 

A summarizing table containing the time responsiveness of the particles and density 

is reported in Table 5.3. 

Table 5.3. Summarizing table of the seedings characteristics and time response of particles 

Particles Diameter Density 
Theoric time 

response 

HFSB 300-500 𝜇𝑚 𝜌𝐻𝐹𝑆𝐵 ≈ 1.1𝜌𝑎𝑖𝑟 𝜏𝑝 ≅ 4.87 ∙ 10
−5𝑠 

AFSB 300-500 𝜇𝑚 𝜌𝐴𝐹𝑆𝐵 = 2.4
𝑘𝑔

𝑚3
> 𝜌𝑎𝑖𝑟  𝜏𝑝 ≅ 1.16 ∙ 10

−3𝑠 

Water 

droplets 
100-200  𝜇𝑚* 𝜌𝑊 = 1000

𝑘𝑔

𝑚3
 𝜏𝑝 ≅ 0.06𝑠 

5.2.3 Experimental procedure 

The experimental procedure consists of 3 steps of movement, each consenting to 

get the fluid-dynamic of particles: 

1. Optical calibration: is required to triangulate the position of each camera, 

defining a reference system in the 3D space. A geometrical calibration was 

performed during each acquisition of the experimental campaign using a 

calibration plate (Lavision Type 395-54 SSSP) in different positions and 

orientations of the measurement volume. The resulting disparity was 

quantified through the root mean square (RMS) of the fit, which was below 

0.02 pixels. After the geometrical calibration, volume self-calibration [75] 

was performed. The initial error in the 1-pixel order was reduced to 

approximately 0.3 pixels after volume self-calibration was applied. The 
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optical transfer function is necessary to define and allow a reconstruction of 

the 3D particle acquisition and follow the movement during the 

measurement. 

2. Data acquisition: two main acquisitions were captured during the 

experimental campaign, one aiming at the upstream section and one aiming 

at the recirculation zone. The field of view was divided into two distinct 

sections to avoid shadowing during the measurement and to keep the optic 

characteristics in a good range for the goal. After a brief check of the 

position of the side-mirror model and lightning systems, data were acquired 

through DaVis 10 software. A set of five-thousands images were acquired 

at 2 kHz for both upstream and downstream sections, monitoring also the 

temperature and humidity of the wind tunnel. 

3. Data processing: The use of high-scattering-efficiency HFSB can reduce 

the power needed for the light source in CVV systems and thereby minimize 

background reflection. However, the raw images still contain features due 

to light reflection from the solid surface. These were removed using a 

Butterworth high-pass filter applied to the time-history of pixel intensity. 

The resulting images were analyzed by the Lagrangian particle tracking 

algorithm STB implemented in LaVision DaVis 10. The triangulation error 

was chosen within the range of 0.5 to 1.5, as suggested by Schanz et al. [76] 

. To facilitate the analysis of the results and the calculation of the gradients, 

the Lagrangian description of the velocity obtained by STB is converted into 

an Eulerian description through the binning process. The algorithm used is 

based on the work done by Agüera et al. [77]. The measurement volume is 

divided into small cubic domains or bins, and in each of them, the velocity 

is averaged for all the particles that fall in the bin. Similar to the 

interrogation windows used for analyzing 3D PIV data, a certain amount of 

overlap between bins is enforced to increase the spatial resolution. The 

statistical convergence of the information inside each bin is verified by 

imposing that, for it to be considered valid, each bin has to contain at least 

200 particles. 

5.3 Results 

In this section the results are discussed for the experimental campaign, highlighting 

the measurements for HFSB and AFSB. As mentioned in previous sections, post-
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processing was necessary to obtain a complete measurement volume. The 

measurements were carried out in two different sections: the upstream section aiming 

at the side-mirror model potential flow and the downstream section looking at the 

recirculation zone. The volumes, which measure 0.225 m3, are merged together 

obtaining a full measurement volume of 0.412 m3.  

5.3.1 Ensemble-averaged velocity fields 

The analysis was conducted by defining the ensemble-averaged velocity field of 

Helium-Filled Soap Bubbles (HSFB) and Air-Filled Soap Bubbles (AFSB). The 

analysis is reported as follows: 

1. HFSB fields: First, the time-averaged velocity field is considered to analyze the 

effect of the shape of the three considered models, averaging the captured images 

of five thousand images through a statistic convergence. Figure 5.3 and Figure 5.4 

show the time-averaged streamwise velocity along the centerline vertical plane at 

y/H=0 for the upstream and downstream sections. Figure 5.4 highlights the main 

recirculation region at the back of the objects. The dimension and the shape of this 

region are found to be dependent on the shape of the object, as expected. Above 

the main recirculation region, the flow accelerates due to the finite dimension of 

the incoming air stream. Given the acquisition frequency f = 2 kHz, a particle 

moving with free stream velocity 𝑈∞ = 10 m/s moves approximately 2 mm from 

one frame to another. 

 

Figure 5.3. Upstream section of the measurement at y=0 mm for HFSB at 10 m/s 
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Figure 5.4 Downstream section of the measurement at y=0 mm for HFSB at 10 m/s 

The upstream field was translated as 209.87 mm on the x-axis and 23.47mm on the 

z-axis to match the correct position of the two fields. The upstream section was 

translated on the z-axis due to the mismatching of the calibration operations. The 

results are reported in Figure 5.5, Figure 5.6 , Figure 5.7. 

 

Figure 5.5 Ensemble averaged velocity field at y=0 mm for HFSB at 10 m/s 
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Figure 5.6 Streamlines of the averaged velocity field at y=0 mm for HFSB at 10 m/s 

 

Figure 5.7 Iso-surfaces of V=0 of the averaged velocity field at y=0 mm for HFSB at 10 m/s 

2. AFSB fields: the same process was provided for the Air Filled Soap Bubbles, 

which have the same pressure level of soap and fluid, but the bubble content is an 

air mixture. Twice of the density of the HFSB is registered for the AFSB, which 

is highlighted in Table 5.3. Summarizing table of the seedings characteristics and 

time response of particlesTable 5.3. Thus, the time response of the particles is two 

orders of magnitude different from the HFSB. Furtermore, as mentioned for the 

previous seeding, the measurement volume was measured in two distinct sections 
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and a combined volume was obtained through the translation of the upstream 

section. The same characteristics of the translation were used. Given the 

acquisition frequency f = 2  kHz, a particle moving with free stream velocity 𝑈∞ 

= 10 m/s moves approximately 2 mm from one frame to another. 

 

Figure 5.8 Upstream section of the measurement at y=0 mm for AFSB at 10 m/s 
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Figure 5.9 Downstream section of the measurement at y=0 mm for AFSB at 10 m/s 

Due to a calibration disparity for the upstream and downstream sections, the 

upstream measurements were translated as 23.47 mm on the z-axis, while to get a 

correct matching of the two views, it was translated as 209.87 mm on the x-axis. 

 

Figure 5.10 Ensemble averaged velocity field at y=0 mm for AFSB at 10 m/s 
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Figure 5.11 Streamlines of the averaged velocity field at y=0 mm for HFSB at 10 m/s 

 

Figure 5.12 Iso-surfaces of V=0 of the averaged velocity field at y=0 mm for HFSB at 10 m/s 

The measurements reported for the HFSB and AFSB in the previous figures have 

shown the capability of the measurement system to fully capture the phenomena, 

including the recirculation zone and fluid separation in the downstream section. These 
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measurements, characterized by appreciable uncertainty value, can be used in the 

validation of lagrangian models in CFD applications.  

5.4 Conclusion 

This section provides a comprehensive overview of the experimental activities 

carried out in the laboratories of TU Delft to assess the fluid dynamics associated with 

a simplified mirror model. The experimental campaign employed the innovative 

Particle Tracking Velocimetry (PTV) technique, which involved the use of four high-

resolution cameras and a specialized seeding prototype developed by the Aerospace 

Department of TU Delft. The primary focus of the investigation was to analyze the 

intricate flow structure within a defined measurement volume of 0.3 x 0.3 x 0.3 meters, 

within which a 10 cm simplification of a mirror model was strategically positioned. 

To ensure optimal optical performance throughout the measurement campaign, the 

experiments included a thorough assessment of potential flow characteristics as well 

as the analysis of the wake produced by the mirror model. This was conducted over 

two distinct experimental sessions, allowing for comparative analysis and validation 

of the results. The findings from the PTV measurements were particularly significant, 

revealing the presence of a large-scale clockwise vortex in the longitudinal plane, 

which has implications for understanding the complex interactions of fluid around the 

mirror. Additionally, the experiments indicated a notable flow separation occurring at 

the upper section of the side mirror model, highlighting areas of potential instability 

and turbulence. The experimental results presented in this study provide valuable 

insights that can be utilized as boundary conditions and validation tools for subsequent 

numerical modelling efforts. In the following chapter, we will integrate the discussed 

PTV measurements with advanced computational fluid dynamics (CFD) models to 

facilitate the prediction of the Lagrangian distribution concerning the side mirror 

model, further enriching our understanding of fluid dynamics in this context. 
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CHAPTER 6. Analysis of a 

simplified car side mirror in a wind 

tunnel using Particle Tracking 

Velocimetry 

6.1 Introduction 

In the previous section, we presented the outcomes of an experimental campaign 

conducted in the laboratories of TU Delft. This investigation focused on a simplified 

mirror model, which was carried out within an open jet wind tunnel through the 

Particle Tracking Velocimetry (PTV) technique. The flow of particles in such 

environments is an intricate and multifaceted phenomenon that spans various fields, 

including engineering, medicine, and environmental science. Critical applications 

include assessing particle behaviour in the automotive sector, analyzing indoor particle 

dispersion, and understanding airborne pollutants in shared spaces. Given the 

complexity involved, it is paramount to establish a robust design-based tool capable of 

accurately predicting and comprehending these flow dynamics. Such advancements 

could significantly improve both the precision and efficiency of prototype-based 

analyses. Numerous studies have been documented in scientific literature, each 

exploring different strategies for analyzing particle-laden flows. For instance, Kim et 

al. [71] delved into the fluid dynamics associated with varying side mirror geometries. 

Their research meticulously evaluated the impact of three distinct configurations on 

fluid dynamics, employing the Particle Tracking Velocimetry (PTV) technique to 

obtain detailed insights. In another significant study, Elhimer et al. [72] pioneered an 

innovative method to measure particle velocities within a three-dimensional turbulent 

flow simultaneously. This work provided a comparative analysis of Particle Image 

Velocimetry (PIV) and PTV measurements, enhancing the understanding of their 

respective capabilities and limitations. Furthermore, Chen [73] conducted a 

comprehensive numerical investigation aimed at evaluating the effectiveness of 

ventilation systems in indoor environments. The primary goal of this research was to 

identify the most suitable computational fluid dynamics (CFD) solution for particle 

dispersion analysis, an endeavour that is crucial for ensuring optimal indoor air quality. 
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Indoor air quality studies and the dynamics of particle convection in enclosed 

environments present unique challenges due to their inherent complexity. Addressing 

these challenges requires applying diverse analytical tools to ensure accurate 

predictions and analyses. In light of this, integrating innovative concepts and analytical 

methodologies is essential for setting new standards and driving advancements across 

various sectors. Notably, a gap exists in the scientific literature regarding the 

Lagrangian benchmarking of CFD models validated through specific experimental 

campaigns. To address this shortcoming, a CFD Lagrangian numerical model will be 

systematically compared against the experimental data derived from this study. This 

process aims to validate the results and contribute to the broader understanding of 

particle dynamics in fluid environments. 

6.2 Materials and methods 

In this paragraph, the CFD methodology for the numerical analysis of the card side 

mirror model in a transient condition. The boundary conditions were determined 

through the experimental campaign presented in Chapter 5 In the open jet wind tunnel 

of the TU Delft. The idea behind the developed numerical model is to divide the 

analysis into two distinct sections, one aiming at the validation of the Eulerian fields, 

defining the correct fluid dynamic, and the validation of the Lagrangian field. The CFD 

Eulerian-Lagrangian model is presented in the following sub-section: the first section 

highlights the Eulerian model and the validation of the fluid dynamics by employing 

different CFD approaches. The 

6.2.1 Eulerian model  

The particle-laden flow evolving in the proposed scenario is solved with an Eulerian 

approach, modelling the air (i.e. the continuous phase) in an Eulerian framework by 

solving the well-known mass and momentum equations. [16] In this preliminary study, 

the characteristics of the Eulerian model are provided. The study utilized the open-

source OpenFOAM code, based on the finite volume formulation, allowing us to 

modify the thermophysical and mathematical models to suit the investigated problem. 

For the fluid-dynamic evaluation of the side mirror case, three different approaches 

were tested: 

• The Unsteady Reynolds-averaged Navier-Stokes (URANS) approach was 

employed to resolve the mass and momentum equations. The Shear Stress 

Transport (SST) k–ω turbulence model, as documented in [6], proved to be the 
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most appropriate model for accurately predicting the velocity and pressure 

within the computational domain. For brevity, this section does not document 

the specifics of the URANS turbulence model utilized, but such information 

can be found in [79].  

• The Detached Eddy Simulation (DES) approach, which consents to reaching 

the results achievement by employing a URANS combined with the LES 

model [80]. Regions near solid boundaries and where the turbulent length 

scale is less than the maximum grid dimension are assigned the RANS mode 

of solution. As the turbulent length scale exceeds the grid dimension, the 

regions are solved using the LES mode. Therefore, the grid resolution is not as 

demanding as pure LES, thereby considerably cutting down the cost of 

the computation. The methodology is a numerically feasible and plausibly 

accurate approach for predicting massively separated flow at high Reynolds 

numbers. [81]  

• The Large Eddy Simulations (LES) approach is often employed to capture 

the turbulent flow features more efficiently by resolving large-scale eddies 

directly while modelling the effects of smaller scales using subgrid-scale 

(SGS) models, which are the most computationally expensive to resolve, via 

low-pass filtering of the Navier–Stokes equations [82]. The Smagorinsky filter 

was chosen to analyze the side mirror model in the computational domain, 

assuming that the small scales' energy production and dissipation are in 

equilibrium. [82]. LES complements the Lagrangian framework by providing 

a detailed representation of the flow field that can be coupled with particle 

tracking or droplet dynamics, which are key aspects of Lagrangian studies. The 

interaction between particles and the resolved turbulence structures enhances 

the accuracy of simulations in applications like spray modeling, pollutant 

dispersion, and multiphase flows. By focusing on large-scale eddies and using 

appropriate SGS models, LES allows for a more computationally feasible 

simulation of complex turbulent flows in Lagrangian contexts. 

The pressure-velocity coupling was solved with the Pressure Implicit with 

Splitting of Operators (PISO) algorithm, enabling the processing of fully transient 

phenomena with a real-time step. The control of the time step is provided by 

defining the Courant number following the numerical approach described by 

Arpino et al. [30]. An averaged field approach has been considered to perform the 

numerical analysis, while the numerical model is fully transient. Six probes have 

been placed in the upstream and downstream sections of the model to understand 

https://en.wikipedia.org/wiki/Solid
https://en.wikipedia.org/wiki/Turbulent
https://en.wikipedia.org/wiki/Supercomputer
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the averaging field's starting time. Thus, after four seconds of simulation, the 

velocity deviation in the considered probes was under 1.5% and the average 

velocity field was calculated for ten seconds. 

The boundary conditions of the numerical simulations are presented in Figure 6.1, 

considering that a symmetry boundary condition was set to replicate the exact 

conditions of the numerical campaign: 

 

Figure 6.1. Boundary conditions of the three-dimensional numerical simulation. 

The hexahedral-based structured grid was defined and used to simulate the side 

mirror model case, whose clipping is shown in Figure 6.3Error! Reference source 

not found.. The computational domain was generated by employing the OpenFOAM 

tool “snappyHexMesh”. The mesh was selected based on a comprehensive sensitivity 

analysis, to get a proper evaluation of the grid size and grid characteristics. The 

sensitivity analysis was conducted by doubling the number of elements in each step, 

as presented in Table 6.1 

Table 6.1. Characteristics of the three meshes used for the sensitivity analysis 

 Mesh 1 Mesh 2 Mesh 3 

Number of elements 1.21∙ 106 2.08∙ 106 4.46∙ 106 

Maximum Skewness 0.96 0.96 0.97 

Average non-

orthogonality 
37.24 36.92 36.66 

A refinement box in the side mirror model zone was generated, locally generating 

a doubling mesh size to better describe the phenomena. The mesh was selected by 

comparing the three aforementioned meshes, on the stagnation streamline and on the 
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top of the side mirror. The extraction lines are highlighted in Figure 6.2 and the results 

of the sensitivity analysis are reported in Table 6.2: 

 

Scenario 1 Scenario 2 

Figure 6.2. Average velocity field for the numerical simulations and line of extraction 

The sensitivity analysis was performed by evaluating the average error from mesh 

3, which was considered the reference for the sensitivity analysis. The average error 

was calculated as reported in Equation (6.1): 

 
𝐸𝑟𝑟𝑜𝑟 =∑

|𝑢𝑚𝑒𝑠ℎ 𝑥,𝑖 − 𝑢𝑚𝑒𝑠ℎ 3,𝑖|

𝑢𝑚𝑒𝑠ℎ 3,𝑖
 (6.1) 

Table 6.2. Sensitivity analysis conducted on the three tested computational domain  

 Comparison 3-1 Comparison 3-2 

Scenario 1 8.2% 3.5% 

Scenario 2 3.4% 0.9% 

 

 

Figure 6.3 A clipping of the chosen mesh for the numerical analysis 
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The velocity field is averaged after four seconds of simulation, generating a static 

velocity field on which the particle-laden is mounted.  

6.2.2 Lagrangian model 

The proposed Lagrangian model is based on the findings highlighted in Chapter 4 

and especially in the applied methodology reported in the sub-section 4.3. The particles 

are injected in a semi-steady-state velocity field, which is obtained by simulating the 

Eulerian model and achieving an average field in which the particles would evolve. 

The Lagrangian model is developed based on the characteristics of the Helium-Filled 

Soap Bubbles and Air-Filled Soap Bubbles reported in Chapter 5, while the injector's 

characteristics were taken considering the prototype rake used within the experimental 

campaign. In Table 6.3 the characteristics of the real injectors are reported: 

Table 6.3 Characteristics s of the seeding rake in terms of production of bubbles, number of rake and 

injectors. 

Characteristics Value 

Bubbles production rate (Bubbles/sec) 30.000 

Number of injectors 72 

Number of injectors line 7 

Height of the wings (m) 0.8 

The numerical reproduction of the seeding rake is obtained considering the scale 

factor from the settling chamber and the wind tunnel exit, which was 0.4 × 0.4 m2. A 

representation of the numerical seeding rake is provided in Figure 6.5 in the red dots, 

considering that the dimension of the injector is exaggerated for visual consideration. 

The position of the injectors is near the entrance of the computational domain, at 0.7m 

from the side mirror model (located in the origin of the domain), thus consenting the 

bubble to develop and follow the validated fluid-dynamic. The characteristics of the 

HFSB and AFSB in terms of time response, production and dynamic evolution in the 

flow can be found in [83] by Faleiros. 

A representation of the real production of the HFSB and AFSB can be evaluated in 

Figure 6.4. 
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Figure 6.4 HFSB and AFSB production varying the flow rate of Helium and Air inside the bubble. 

In this context some simplifications were needed to correctly evaluate the 

performance of the Lagrangian model:  

• HFSB and AFSB were considered as solid particles of a defined diameter, with 

constant characteristics (defined in the sprayCloudProperites of the 

OpenFOAM file). 

• The evaporation effect was neglected in the study; 

• An elastic collision model was considered with a unitary elastic module (the 

collision between particles determines the full exchange of energy between the 

subjects) 

• Gravity effects were considered in the model.  
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Figure 6.5 Numerical reproduction of the seeding rake in the computational domain, located at x=-

0.72m 

6.3 Results 

In this results section, the Eulerian and Lagrangian results are reported in two 

distinct phases. The same structure of sub-section 6.2 is provided, dividing the fluid-

dynamic validation from the particle behaviour. In the first step, the validation of the 

Eulerian field is provided through the averaged velocity profiles in the zone of interest, 

while the Lagrangian field is evaluated through statistic comparison in slices. 

6.3.1 Eulerian results  

The fluid-dynamic validation was carried out considering two velocity profiles in the 

middle and three-quarters of the height at y=0.  In Figure 6.6 and Figure 6.7 A 

comparison of the three developed numerical models and the experimental data is 

provided. These two sections were selected based on the data available and for the 

importance of the data on the stagnation streamline, which is located at y=0. This 
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extraction plane is extremely important in a potential flow scenario and it was tested 

at two different heights of the z-axis, respectively at 0.075 m and 0.1 m. 

 

Figure 6.6 Comparison of the numerical CFD models and the experimental data at y=0 and z=0.075m 

 

Figure 6.7 Comparison of the numerical CFD models and the experimental data at y=0 and z=0.1m 

The data presented in the previously mentioned figures indicate that the Large Eddy 

Simulation (LES) model stands out as the most profitable numerical simulation for this 

study, particularly when compared to experimental measurements. While several 

models demonstrate a reasonable ability to predict the velocity field in the upstream 
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section—characterised as a potential flow—the most challenging aspect occurs within 

the recirculation zone. Specifically, it performs exceptionally well at the middle-height 

extraction point, although it encounters some difficulties at the three-quarter height 

extraction point. This challenge is attributed to the model’s proximity to the separation 

zone of the side mirror configuration, where turbulent effects are more pronounced 

and harder to accurately simulate. 

In terms of performance metrics, the LES model displays an average error of only 

3.2% across both extraction planes. This level of accuracy allows us to confidently 

validate the LES model's efficacy in mimicking the fluid dynamics of the system being 

studied. In comparison, the Unsteady Reynolds-Averaged Navier-Stokes (URANS) 

and Detached Eddy Simulation (DES) models also make efforts to capture the fluid 

dynamics, but they do so with significantly larger error margins, indicating their 

limitations in this specific context. 

6.3.2 Lagrangian results 

The performance of the Lagrangian model was evaluated in two different aspects: 

the capability of the numerical simulations of replicating the experimental conditions 

of the presented experimental campaign and the statistic comparison of the Bubbles to 

occupy the same zone in a comparable time evolution. To perform the comparison two 

seconds of the acquisition phase and of the numerical simulations were considered. In 

the first phase, the qualitative results of the numerical simulations is reported, thus 

giving the idea of the particles evolving in the computational domain and the age of 

the particles after two seconds of simulations. The results of the CFD lagrangian model 

are highlighted in Figure 6.8 and Figure 6.9. 
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Figure 6.8 Position of the particles after two seconds of evolution in the computational domain 

 

Figure 6.9 Age of the particles after two seconds of evolution in the computational domain. 
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A first statistic comparison is available in Figure 6.10, which provides the same 

measurement volume extracted with the PTV technique in the experimental campaign. 

The box dimensions are 0.5 ⨯ 0.3 ⨯ 0.25 m3 to match the experimental measurement 

volume in the numerical result. The idea is to compare the number of particles 

statistically registered in the numerical simulation against the number of particles 

experimentally measured. This is an attempt to evaluate the performance of the 

numerical model, while it is not possible to follow each particle in the computational 

domain on each time step.  

 

Figure 6.10 Evaluation of the measurement box surrounding the side mirror model, mirroring the 

experimental conditions of the wind tunnel 

To fully understand the numerical model's performance, the mass and number of 

particles for both HFSB and AFSB for numerical and experimental measurements are 

compared. Table 6.4 highlights the comparison between the mass per unit volume and 

the number of particles in the considered measurement box, considering the average 

error registered validating the numerical results against the experimental data. 

Table 6.4 Comparison of the numerical and experimental mass per unit volume and number of 

particles in the measurement volume.  

 Experimental Numerical 
Error 

 HFSB AFSB HSFB AFSB 
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Mass per 

unit 

volume 

(kg/m3) 

2.42E-06 4.84E-06 2.33E-06 4.66E-06 3.46% 

Number of 

particles  
5.21E+06 5.01E+06 4.96E+06 4.76E+06 4.8% 

The data presented demonstrates the developed numerical Lagrangian model's 

effectiveness in accurately predicting the mass and number of particles within the 

validated fluid dynamics framework. The model achieves an average error of 4.1%, 

reflecting its strong performance across various conditions within the computational 

domain. This flexibility allows for extensive testing with different liquids and particles 

under various scenarios, facilitating a deeper understanding of the behaviour and 

movement of droplets and particles. These simulations give us valuable insights into 

how these elements interact within fluid environments. 

6.4 Conclusion 

 

In conclusion, this chapter has conducted a numerical investigation into the 

dynamics of particle-laden flow using a simplified mirror model within an open jet 

wind tunnel, utilizing the Particle Tracking Velocimetry (PTV) technique. Particle-

laden issues are prevalent in various applications, including automotive design, indoor 

air quality assessment, and environmental monitoring. This study offers valuable 

insights into a complex, multidimensional phenomenon. The experimental findings 

align with previous literature, enhancing our understanding of PTV’s capabilities in 

capturing detailed particle movement across diverse flow conditions. Additionally, this 

chapter has identified a gap in existing research concerning the Lagrangian 

benchmarking of Computational Fluid Dynamics (CFD) models validated through 

targeted experimental data. Addressing this gap in subsequent chapters will enable a 

systematic comparison between the CFD Lagrangian model and experimental data, 

ultimately aiding in the development of a robust design tool for precise particle flow 

analysis. 

By focusing on particle flow behaviour, the Lagrangian model developed in this 

research aims to benchmark its performance by comparing Lagrangian results against 

the experimental findings from Chapter 6. The first section validates the fluid 
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dynamics by comparing velocity fields in the area of interest with various Eulerian 

models (URANS, DES, and LES). The second section presents a statistical comparison 

of particle distribution, considering the full view of the measurement volume obtained 

during the experimental campaign.  
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III                                         
INDOOR AIR QUALITY: APPLICATIONS 
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CHAPTER 7. Aerosol dispersion in 

close proximity: a case study of two 

facing person 

7.1 Introduction 

The COVID-19 pandemic has drawn significant attention to the role of respiratory 

droplets in transmitting airborne diseases, underscoring their critical importance in 

public health. Respiratory activities such as breathing, speaking, coughing, and 

sneezing release droplets that can carry viral particles, making them potential vectors 

for disease transmission [84]. Traditionally, transmission pathways have been 

categorized into three primary routes: fomite, large droplet, and airborne droplet [85] 

[43]. Historically, the large droplet route has been mistakenly emphasized as the 

dominant transmission mode for respiratory infections. 

Consequently, social distancing guidelines of 1–2 meters were introduced as 

preventive measures, to minimize exposure to large droplets. However, growing 

evidence suggests that these measures may overlook the importance of smaller 

airborne droplets, especially in indoor environments [86]. 

The distinction between large droplet and airborne transmission routes is crucial, 

particularly given that large droplets (>100 µm) tend to settle quickly due to gravity, 

limiting their infective range to close proximity [87]. 

 In contrast, smaller droplets (<100 µm) can evaporate and shrink into droplet 

nuclei, allowing them to remain airborne and travel greater distances, potentially 

increasing the risk of transmission [85]. Recent studies, such as those by [86], have 

shown that airborne transmission dominates within the common social distancing 

range of 1–2 meters, particularly during respiratory activities like speaking and 

coughing. However, the simple analytical models used to evaluate these dynamics 

often do not account for the complex fluid mechanics involved in exhaled airflows, 

inhalation processes, and environmental factors that influence viral transmission. 

The increasing recognition of airborne transmission challenges our current 

understanding of infection control and emphasizes the need for more advanced 

methodologies to evaluate and mitigate risks. Computational Fluid Dynamics (CFD) 

offers a promising approach in this regard. Numerical simulations enable detailed 
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modelling of the intricate fluid behaviours associated with respiratory droplets, 

encompassing their generation, movement, and evaporation under varying 

environmental conditions. This technology can play a crucial role in overcoming the 

limitations of traditional models, which often assume steady-state conditions and 

overlook the complexities of human breathing and airflow patterns [88] [89]. Beyond 

its immediate relevance to public health, the integration of CFD into the study of 

droplet transmission is aligned with broader sustainability objectives. As the world 

endeavours to create healthier indoor environments that minimize disease 

transmission, optimizing ventilation systems and building designs using CFD can 

improve air quality and energy efficiency. Furthermore, CFD models can aid in the 

design of sustainable, pathogen-resistant buildings by predicting airflow patterns, 

thereby reducing the dependence on energy-intensive ventilation systems. 

Additionally, these models enable real-time assessments of indoor air conditions, 

which can inform strategies to reduce the risk of airborne transmission without 

compromising environmental sustainability. Considering these factors, a more 

comprehensive approach to disease prevention and sustainability is imperative. This 

section provides a CFD-based analysis aimed at evaluating the infection risk 

associated with the respiratory activity of two facing subjects. The CFD models are 

based on the mathematical models outlined in Chapter 4, offering a deeper 

understanding of droplet dynamics and airborne transmission. 

7.2 Materials and models 

The proposed SARS-CoV-2 infectious risk assessment is characterized by an 

integrated approach, based on the following main steps:  

• development of a three-dimensional Eulerian-Lagrangian numerical model 

to describe droplet spread once emitted by a speaking person in transient 

conditions; this is based on an Eulerian-Lagrangian approach, in which the 

continuum equations are solved for the airflow and Newton’s equation of 

motion is solved for each droplet;  

• measurements to define the boundary conditions and to validate the 

numerical model;  

• definition of a droplet emission model including droplet diameters from 0.5 

µm to 800 µm emitted by an adult while speaking;   

• infectious SARS-CoV-2 risk assessment in a close proximity scenario by 

considering the contributions of the large droplet and airborne droplet routes 
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as well as the distance between the speaking infected subject and a 

susceptible subject.  

The assessment has been performed in stagnant air conditions, which represents the 

worst scenario in terms of virus risk assessment as it could occur also in outdoor 

environments with negligible wind speed. A representation of the case study is 

reported in Figure 7.1: 

 

Figure 7.1. Representation of the computational domain in which the emitter is on the left and the 

receiver is on th right, while the external surfaces have been made transparent 

A schematization of the surfaces of interest of the two studied subjects is presented 

in Figure 7.2: the emitter and receiver’s mouth were modelled with the same 

dimensions a circle of 1.13 cm diameter- while nostrils and eyes surfaces were 

considered for the receiver, thus considering all the susceptible surfaces for the 

infection. Moreover, the sinusoidal boundary conditions of the emitter in Figure 7.2 

are graphed. The velocity profiles were selected based on a proper literature review 

and in Figure 7.2 the velocity profiles of the breathing activity are reported alongside 
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the speaking velocity, represented by the two peak velocities in the first sinusoidal 

curve. 

 

Figure 7.2 Schematization of the surfaces of interest for the emitter and receiver (eyes, nostrils, and 

mouth) and the transient velocity profile adopted as a boundary condition at the emitter and receiver 

mouths. 

7.2.1 Particle Image Velocimetry experimental investigation 

An experimental campaign was conducted in the laboratories of TU Delft to study 

the fluid dynamics of respiratory activity and validate the results of numerical 

simulations. The experimental setup included an sCMOS camera from LaVision (2560 

x 2160 px) paired with a Nikon objective lens (35 mm focal length), an Nd:YAG 

Quantel laser (Evergreen, 200 mJ per pulse), and a smoke generator. A laser sheet, 2-

3 mm thick, was positioned below the subject's mouth and passed through the mid-

plane. The sCMOS camera was located 80 cm from the laser sheet at the height of the 

subject's mouth, with the objective's axis perpendicular to it. The image magnification 

was 0.05, providing a field of view of 30 cm (height) by 36 cm (width), and the 

resolution was 0.14 mm per pixel. Images were captured in frame-straddling mode 

(double frame, single exposure) at a rate of 10 Hz, with a time interval of 500 µs 

between frames. A sketch of the experimental setup is available in Figure 7.3.  
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Figure 7.3 The Particle Image Velocimetry experimental setup conducted in the TU Delft facilities  

The male subject, 32 years old, 1.84 meters tall, and weighing 80 kilograms, wore 

safety goggles and sat behind a black screen with a 5 cm diameter opening for 

exhaling. A 3 cm long cylinder with the same diameter was placed at the opening to 

position the head and block the laser light from below. The subject's head was 

positioned so that the nose lightly touched the upper surface of the cylinder, ensuring 

that breathing through the nose did not affect the measured flow velocities. The subject 

and the setup were enclosed in a black tent (approximately 15 m3) to contain the 

smoke. The smoke was generated by turning the smoke generator on for about 2 

seconds with the tent closed, and then waiting for approximately 10 minutes for the 

smoke to spread evenly and for any flow disturbances caused by the smoke generator 

to become negligible. Three different respiratory activities were examined: inhaling 

through the nose and exhaling through the mouth, inhaling and exhaling through the 

mouth, and speaking. Each activity was recorded for 50 seconds (500 images), which 

included about five respiratory cycles. The images were analyzed using cross-

correlation analysis with DaVis 8.4 software from LaVision. The final interrogation 

window was 48 x 48 pixels (7 x 7 mm2) with 75% overlap, resulting in approximately 

160 x 200 vectors per image. The typical uncertainty of a PIV displacement 

measurement is 0.1 px [90]; because the velocity magnitude close to the mouth varied 

in the range of 1–5 m s-1 (3–18 px), the uncertainty of the instantaneous velocity is 

estimated to be within 0.5%–3%. 
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7.2.2 Droplet emission 

The number of droplets exhaled by the infected subject as a function of the diameter 

per unit time, i.e. the droplet number emission rate (ERN, droplet s-1), was estimated 

starting from the number distribution of the droplets emitted by an adult person 

provided by [91] [92]. The droplet distribution was measured from 0.5 µm to about 

1000 µm in close proximity to an adult person’s mouth while speaking, to consider the 

droplet evaporation phenomenon negligible. Such measurement was extremely 

challenging; indeed, the experimental analysis was performed in a purpose-built wind 

tunnel (named the expired droplet investigation system, EDIS) applying two separate 

measurement techniques to cover the entire size range: an aerodynamic particle sizer 

(up to 20 µm) and a droplet deposition analysis (20–1000 µm). For the sake of brevity, 

the experimental analyses performed in that study are not exhaustively described here: 

interested readers can refer to the original papers for further details. 

To make the simulations affordable, the droplet distributions [91] [92]  were fitted 

through a simplified distribution. In particular, from the number distribution provided 

by [91], [92], the volume distribution was calculated considering spherical droplets, 

and then both number and volume distributions were fitted through simplified 

distributions made up of seven diameters (i.e. seven size ranges). Because the 

evaporation phenomenon occurs quickly as soon as the droplets are emitted [85] [93], 

in the present project, the post-evaporation number and volume distributions were 

considered in the simulation. To this end, the volume droplet distribution before 

evaporation (i.e. as emitted) was reduced to that resulting from the quick evaporation, 

which is the volume fraction of non-volatiles in the initial droplet, here considered 

equal to 1% [85]. Therefore, the droplet shrinkage due to evaporation reduces the 

droplet diameter to about 20% of the initial emitted size. Additionally, the shrinking 

effect is not homogeneous for the entire size range. In particular, as reported in the 

scientific literature [85] [93], the evaporation is slow for very small droplets (< 1 µm) 

and quite negligible for large droplets. Therefore, the following evaluation was made: 

- The droplets < 1 µm after the evaporation (i.e. droplets < 4.6 µm at 

emission) were selected and grouped in a single size interval labelled as 

1 µm droplet diameter size interval labelled as 1 µm droplet diameter; 

- the droplets with a dimension of 4.6-90 µm are considered reduced with a a 

diameter of 1–19.2 µm after evaporation; 

-  neglected the evaporation for droplets > 90 µm at emission.  
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The resulting number and volume distributions are summarized in Table 4.1 and 

the resulting droplet number (ERN) and volume (ERV, pre-evaporation) emission rates 

are also reported, calculated by multiplying the number (or volume) concentration at 

each size by the expiration flow rate of a speaking subject while standing (1.0 L s-1, 

average value measured for an adult by [94]. The total droplet number and volume 

concentrations are reported in Table 4.1: the total droplet number concentration 

(0.25 droplet cm-3) is the same before and after evaporation, whereas a small variation 

was recognizable for the volume concentration (6.27 × 10-5 and 6.19 × 10-5 µL cm-3 

before and after evaporation, respectively) due to shrinkage of droplets initially 

< 90 µm. In terms of the number concentration (or emission rate), the contribution of 

the airborne droplets is 98%, whereas it is only 1% and 0.01% in terms of volume 

concentration (or emission rate) before and after evaporation, respectively, thus 

confirming that a reduced number of large droplets mostly contributes to the total 

volume emitted. 

7.2.3 Estimation of the dose received by the susceptible 

subject and infectious risk assessment 

An estimation of the viral load carried out by the droplets exhaled by the infected 

subject was performed as the product of the droplet volume - under the assumption 

discussed in the previous section – and the corresponding viral load.  The achievement 

of the infection risk assessment passes by the estimation of the viral load of an infected 

subject – which can vary in order of magnitude- and for a proper estimation, the viral 

load spectrum data has to be considered. Furthermore, the probability distribution 

function of cv is a function of each cv value and is represented by a probability of 

occurrence. Data on the viral load in sputum so far available in the scientific literature  

[95] [96] [97] can be fitted through a log-normal distribution characterized by average 

and standard deviation cv values, as mentioned by the authors [98]. The large and 

airborne droplet doses of RNA copies (Dlarge and Dairborne) received by the susceptible 

subject for each cv value were calculated as: 

 

𝐷𝑙𝑎𝑟𝑔𝑒(𝑐𝑣) = ∫(𝑉𝑑−𝑙𝑎𝑟𝑔𝑒(𝑡) ∙ 𝑐𝑣)𝑑𝑡

𝑇

0

 

𝐷𝑎𝑖𝑟𝑏𝑜𝑟𝑛𝑒(𝑐𝑣) = ∫(𝑉𝑑−𝑎𝑖𝑟𝑏𝑜𝑟𝑛𝑒−𝑝𝑟𝑒(𝑡) ∙ 𝑐𝑣)𝑑𝑡

𝑇

0

 

(7.1) 
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where Vd-large(t) and Vd-airborne-pre(t) are the doses of airborne droplets inhaled and 

large droplets deposited as a function of the exposure time (t), and T is the total 

exposure time. 

Nonetheless, considering the RNA’s doses received by the susceptible subject, it 

must be regarded as that: 

• the different pathogen concentrations as a function of the droplet diameter; 

• the different effectiveness of the two transmission routes in causing 

infection. 

It was found [99], that the concentration of viruses in airborne droplets varies 

depending on the droplet size, with pathogens being more prevalent in larger droplets, 

accounting for over 90% of the total. Additionally, a recent study by [64] highlighted 

the significantly higher dose of SARS-CoV-2 required to produce a similar 

physiological response when instilled in macaques' mucosa compared to the inhalation 

route. When combining these effects, the equivalent dose of RNA copies related to the 

deposition of large droplets is at least one-hundredth of the airborne droplets inhaled. 

Due to the lack of experimental data on the concentration of SARS-CoV-2 virus as a 

function of droplet size and the pathological response to SARS-CoV-2 virus instilled 

in humans' mucosa, the paper opted for a parametric analysis considering a dose of 

RNA copies related to the deposition of large droplets at one hundredth, one 

thousandth, and negligible (i.e. no large droplet contribution) concerning the inhalation 

of airborne droplets. In the scientific literature, the probability of infection has been 

deeply investigated [95] [96] [97], evaluating the: 

 𝑃𝐼(𝑐𝑣) = 1 − 𝑒
−
𝐷𝑡𝑜𝑡𝑎𝑙(𝑐𝑣)

𝐻𝐼𝐷63                  (%) (7.2) 

where HID63 represents the human infectious dose for 63% of susceptible subjects, 

i.e. the number of RNA copies needed to initiate the infection with a probability of 

63%.  For SARS-CoV-2, a HID63 value of 7 × 102 RNA copies was adopted based on 

the thermodynamic-equilibrium dose-response model developed by Gale (2020). 

Nonetheless, the individual risk of infection (R) of the susceptible subject is calculated 

by integrating all the possible cv values, the product between the conditional 

probability of the infection for each cv (PI(cv)) and the probability of occurrence of 

each cv value (Pcv): 

 𝑅 = ∫ (𝑃𝐼(𝑐𝑣) ∙ 𝑃𝑐𝑣)𝑑𝑐𝑣𝑐𝑣
                 (%) (7.3) 

7.3 Results and discussion 
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In this section, the results of the experimental campaign and the numerical model 

were reported. The virus risk assessment is performed as a function of the distance 

between subjects, after defining in the experimental campaign the fluid dynamic of the 

respiratory activity of subjects. Numerical models developed based on the 

mathematical model depicted in Chapter 4, are reported in this section and a validation 

of the modelling activity was conducted through experimental data. Furthermore, 

based on the integrated approach between thermo-fluid dynamic modelling of exhaled 

droplets and viral load, an infectious risk assessment is presented for a close proximity 

scenario represented by a speaking infected subject (emitter) and a susceptible subject 

(receiver) in the case of a face-to-face orientation and stagnant air conditions. 

7.3.1 Particle image velocimetry measurements and 

numerical results 

As reported in Section 7.2.1, an experimental campaign has been carried out at TU 

Delft’s laboratories through the Particle Image Velocimetry technique. PIV 

measurement results for a mouth-breathing case study provided the necessary 

information to determine the velocity boundary conditions used in the computational 

fluid dynamics (CFD) numerical simulations. Experimental (PIV) and numerical 

(CFD) velocity contours obtained in the sagittal plane, by synchronizing the instant of 

time for breathing at which the maximum velocity values are reached, are presented in 

Figure 7.4, whereas PIV and CFD vertical velocity profiles in the sagittal plane at a 

distance from the emitter mouth equal to 0.10 m and 0.32 m are compared in Figure 

7.5. The numerical and experimental peak velocity reported in Figure 7.5 differs by 

6% and 7%, respectively measured at a distance of 0.10m and 0.32m. Thus, the CFD 

numerical model depicted in the previous section could be considered validated for 

risk assessment purposes.  
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Figure 7.4 Experimental and Numerical velocity contours obtained in a sagittal plane in the instate 

time of maximum velocity. Scales bars are reported in mm.  

 

Figure 7.5 Experimental (particle image velocimetry, dotted lines) and CFD (solid lines) velocity 

profile comparison obtained in a sagittal plane at a distance from the emitter mouth equal to 0.10 m 

(a) and 0.32 m (b). 

7.3.2 Droplet dose received by the susceptible subject 

As an example of droplet trajectories and spread, alongside the flow fields obtained 

through the numerical simulations, Figure 7.6 shows the velocity contours and droplet 

movement for 5 seconds in six different time steps (reported at the top of every 

extraction plane).  
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Figure 7.6 Numerical velocity contours during a single breath at a distance of 0.76 m between people: 

six selected computational times (5, 5.5, 6.5, 7.5, 8.5, and 10 s) are shown 

As mentioned in the previous sections, the reported case study represents the 

interaction between two subjects at a 0.76m mouth distance. For this distance, large 

droplets fall to the ground without reaching the susceptible surfaces of the receiver, 

while the receiver partly inhales the airborne droplets. Indeed, airborne droplet 

movement is deeply affected by the air velocity field and the buoyancy force can’t be 

neglected in this phenomenon. In fact, from the analysis of the three-dimensional 

transient air velocity field shown in Figure 7.6, it can be observed that when the air 

velocity from the emitter is low (Figure 7.6a, d, e, f), the effect of buoyancy is evident. 

At the same time, forced convection dominates when air velocity from the emitter is 

high. Figure 7.7 shows airborne and large droplet doses (i.e. Vd-airborne-pre, Vd-airborne-post, 

and Vd-large, μL) as a distance function for an exposure time of 1 min. Data were 

obtained by performing numerical simulations of 15 min and averaging the obtained 

volumes over an observation time equal to 1 min. The data indicates that larger 

droplets are most prevalent within a distance of less than 0.6 meters. However, beyond 

this distance, there is a noticeable decrease because the larger droplets are unable to 

reach the surfaces of susceptible individuals due to their inertial trajectories. 
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Figure 7.7 1 minute (Vd-large) and airborne droplet doses (Vd-airborne-pre and Vd-airborne-post) 

received by the susceptible subject by deposition and inhalation respectively 

The reported graph shows also the dose of non-evaporated airborne droplets 

(reported as Vd-airborne-pre), thus getting direct information about the infectivity in the 

interaction process between subjects. For distances greater than 0.6 meters, only the 

airborne droplet contribution to the total dose received by the infected person is 

observed. The trajectory of large droplets is mainly affected by their inertia, and this 

effect is negligible for distances greater than 0.6 meters. The spread of airborne 

droplets is influenced by the spread angle of the exhaled flow. Specifically, at short 

interpersonal distances (approximately less than 0.76 meters) from the emission point, 

where the exhaled airflow angle is still narrow, the dose of airborne droplets decreases 

according to the 1/L rule, with L representing the interpersonal distance. Meanwhile, 

for interpersonal distances in the range of 0.76–1.75 meters. 

7.3.3 Risk infection assessment as a function of the 

interpersonal distance 

A representation of the risk infection (R) assessment as a function of distance 

between the infected subject and susceptible subject, for different exposure times of 

10 seconds, 1 minute and 15 minutes. The study examines the impact of both deposited 

large droplets and inhaled airborne droplets. Specifically, it analyzes the risk 

contribution of the dose of RNA copies associated with the deposition of large 

droplets. This analysis considers the deposited dose to be equivalent to one hundredth, 
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one thousandth, or negligible (i.e. no large droplet contribution) in comparison to the 

dose of RNA copies resulting from the inhalation of airborne droplets. 

 

Figure 7.8 Infection risk (R, %) of a susceptible subject as a function of the time of exposure and 

interpersonal distance from the infected subject. 

For close distances (<0.6 m), where large droplets dominate, the infection risk for 

a 15-minute exposure ranges from over 90% at a few centimetres to over 10% at 0.6 

m. The study emphasizes that airborne droplets significantly contribute to infection 

risk, even at close distances. For example, at 30 cm, the risk ranges from 30% to 50%, 

depending on the RNA dose from large droplet deposition. This finding challenges the 

assumption that large droplets dominate infection risk at short distances, showing that 

airborne droplets remain a major factor. For shorter exposures (e.g., 1 min), the risk 

ranges from 1% to 30%, and from 0.1% to 7% for 10-second exposures, mainly due to 

inhaling airborne droplets. 

At distances beyond 0.6 m, the infection risk decreases substantially, particularly 

with increased interpersonal distance and reduced exposure time. For example, the risk 

drops below 0.1% at 1.5 m for a 15-minute exposure, aligning with the Centers for 
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Disease and Control Prevention’s (CDC) six-foot rule but questioning the WHO’s 1-

meter guideline. However, the study clarifies that these findings are relevant to 

environments without viral load accumulation. Indoors, infection risk remains 

possible, even with distancing. The research also evaluated infection risk when sharing 

room air in small and large indoor spaces, finding that the risk levels off at 1.4–1.6 m, 

marking the boundary where simplified models are effective. For practical 

applications, Zhang et al. (2020) observed typical indoor behavior, finding short-

duration close proximity (15 s) with a distance of 0.81 m, resulting in minimal 

infection risk. Only prolonged close contact significantly increased risk. The study also 

considered interpersonal distances in different cultural contexts, with varying levels of 

infection risk based on proximity and duration of exposure. For intimate distances 

(0.56 m), the risk exceeds 1% after 1-minute exposures, while at personal distances 

(0.81 m), the risk remains low for short exposures but increases for longer ones. At 

social distances (1.06 m), a significant risk emerges only after 15 minutes of exposure. 

The authors suggest that these findings could help regulatory authorities implement 

more effective mitigation strategies based on the specific context. They also highlight 

limitations in their study, such as the need for further validation of their models, 

consideration of surface transmission, and the effects of turbulence on droplet 

transmission. Despite these limitations, the study's results are supported by previous 

research and offer valuable insights into infection risk modelling. 

7.4 Conclusions 

In this chapter, the behaviour of airborne particle transmission in a close contact 

scenario was evaluated through three-dimensional CFD models. The results of this 

study highlight the dominant role of airborne droplets (< 100 µm) in infection risk, 

even at close interpersonal distances (< 0.6 m), indicating a significant risk of 

transmission at intimate distances (average 0.56 m). Larger droplets contribute to the 

infection risk only at very close distances, below 0.6 m, as they rapidly settle onto 

surfaces and lose relevance at greater separations. At personal (0.81 m) and social 

(1.06 m) distancing, the infection risk is solely attributed to airborne droplets, 

underscoring their importance in scenarios where larger droplets no longer pose a 

threat due to gravitational settling. 

Additionally, the duration of exposure emerges as a critical factor in infection risk. 

At intimate distances, even short exposure times (e.g., 10 seconds) result in non-

negligible infection risks, whereas at social distances, prolonged exposure (15 minutes 
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or more) is required for the infection risk to become significant. This finding 

emphasizes the need to consider proximity and duration when assessing transmission 

risk. 

A possible threshold for safe close-proximity interaction is around 1.5 m, which 

reduces the infection risk to approximately 0.1%, even during prolonged exposures of 

15 minutes. This threshold also marks the boundary beyond which simplified well-

mixed models can be used instead of complex, spatially dependent three-dimensional 

transient CFD analyses. The study demonstrates that similar infection risk values are 

obtained for short-range close-proximity interactions and long-range shared air 

exposures when interpersonal distances range between 1.4 m and 1.6 m, further 

supporting the adoption of 1.5 m as a standard safe distance for close-proximity 

interactions. 

 

  



 

126 

 

  



 

127 

 

CHAPTER 8. Personal portable air 

cleaner for the reduction of 

airborne transmission of 

respiratory pathogens 

8.1 Introduction 

The COVID-19 pandemic has emphasized the crucial role of indoor environments 

in the spread of respiratory viruses. This is primarily due to airborne transmission, the 

main route for many respiratory infectious diseases[31] . Infected individuals release 

virus-laden respiratory particles into the air, which can reach high concentrations and 

lead to secondary infections in susceptible individuals sharing the same enclosed 

space, even when not in close proximity to the infected person. Unfortunately, public 

health authorities, such as the WHO and CDC, recognized this transmission route quite 

late, despite researchers being advised about its significance [44], [84], [100], [101]. 

Valuable support to reduce the SARS-CoV-2 airborne transmission in indoor 

environments is represented by the building ventilation. Buonanno et al. [102] recently 

reported the very first proof of the effect of ventilation against COVID-19 airborne 

transmission in a large-scale experiment. Enhanced control and precision of HVAC 

systems do not provide an overall improvement of airborne particle transmission in 

the indoor environment. Arpino et al. [103] offered insights into the impact of 

increased ventilation strength during a two-hour lecture given by an infected individual 

in a lecture room. Their findings revealed that while ventilation does influence the 

overall distribution of particles in the room, simply enhancing ventilation is 

insufficient to control the spread of airborne transmission. As a result, this chapter 

presents an evaluation of a patented portable air cleaner designed to reduce airborne 

transmission of respiratory pathogens. The device was tested in two different 

configurations, demonstrating the effectiveness of the fluid dynamic shield. Materials 

and methods 

In this section, an insight into the characteristics of the personal air cleaner is 

provided, delving through the geometric and the provided airflow characteristics. The 

device was also numerically tested in two different scenarios of close contact and 
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shared environment. The goal is to understand if the cleaning device would be able to 

protect a subject in different scenarios, especially in critical conditions. 

8.1.1 Personal air cleaner 

The personal air cleaner with patent number 102022000010346 is designed to offer 

clean air directly to the user's breathing zone, creating a protected space with 

significantly lower pollutant and respiratory pathogen levels compared to the 

surrounding room environment. This compact device is based on personalized 

ventilation and is designed for portability. In Table 8.1, you can see a schematic of the 

device, highlighting the key dimensions that affect its functionality. The device is 

battery-powered and draws in air from the surroundings through an inlet. The 

incoming air then passes through a filtration system that removes airborne and 

respiratory particles with 100% efficiency, using commercial filters such as HEPA or 

electrostatic filters for typical respiratory particle sizes. The purified air is released 

back into the environment through three distinct sections: high-velocity vertical and 

horizontal sections, as well as a low-velocity section with a high swirl motion. 

 
Figure 8.1 Schematic of the portable personal air cleaner. 

The portable personal protection device was designed to have a rectangular shape 

with measurements of 10×10×30 cm. Table 8.1 provides an overview of the main 

geometrical and operational features of the device. It consists of three high-velocity 

sections that collectively produce a flow rate of 35.6 m3 h-1, while the low-velocity 
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section has a flow rate of 2.0 m3 h-1. Consequently, the average air velocities are 3.0 

m s-1 and 1.8 m s-1, respectively.  

Table 8.1 - Main geometric characteristics of the portable personal air cleaner. 

Geometrical parameter size (cm) 

length of the air cleaner, L 10 

depth of the air cleaner, P 10 

height of the air cleaner, H 30 

diameter of the low-velocity outlet section, d 2 

height of the high-velocity side outlet sections, h 25 

width of the high-velocity side outlet sections, s’ 0.5 

length of the high-velocity upper outlet section, s 8 

width of the high-velocity upper outlet section, h’ 1 

length of the inlet section, s’’ 8 

width of the inlet section, h’’ 1 

 

The air purifier was created to ensure maximum protection when placed on a table 

or desk at a recommended distance of about 40 cm from the individual. The device's 

functionality relies on the complex fluid dynamics generated by the specific outlet 

sections. The clean air jets from the high-velocity sections form a fluid-dynamic shield 

that creates a sheltered microenvironment capable of shielding an individual from 

airborne and respiratory particles. Simultaneously, the low-velocity section injects 

clean air into this microenvironment, enhancing individual protection by preventing 

particles from re-entering from the surrounding room environment. The low-velocity 

air flow rate was designed to prevent user discomfort, as the lower outlet velocity and 

swirl motion result in a very low final airflow velocity reaching the user. Similarly, 

the high-velocity air flow rates were designed with release angles that do not directly 

reach the user. Table 8.2 provides a qualitative representation of the release angles and 

fluid flow directions, while  Table 8.2 summarizes the values of the release angles of 

the jets at the air cleaner outlet sections: here, α represents the upper jet direction with 

respect to a horizontal plane, while β1 and β2 represent the side jet directions with 

respect to a vertical plane. 
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Figure 8.2. Release angles and directions of the air flows exiting the high-velocity sections. 

Table 8.2 - Release angles of the jets at the air cleaner outlet sections. 

outlet sections α β1 β2 

upper jet release 50° - - 

side jet 1 release 30° 45° - 

side jet 2 release 30° - 45° 

 

8.1.2  Personal air cleaner in proximity scenario 

The effectiveness of the portable personal protection device was thoroughly 

examined using the CFD numerical model, as detailed in the previous section and 

developed by Arpino et al. [31] This model accurately reproduces velocity, 

temperature, and pressure fields in close proximity scenarios, as well as a susceptible 

individual's emission, distribution, and inhalation of pathogens. Figure 8.3 depicts the 

computational domain chosen for assessing the performance of the portable personal 

air cleaner in close proximity scenarios. This domain simulates an indoor environment 

where two individuals are seated facing each other at the same table: in this scenario, 

one subject is infected (the emitter in Figure 8.3), while the other (the receiver in Figure 

8.3) is protected by the device. The study was carried out in a time-varying regime to 

faithfully reproduce the respiratory process (inhalation/exhalation of infectious 
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respiratory particles) and assumes that the infected subject is speaking loudly toward 

the susceptible subject, representing the most critical situation. Specifically, face-to-

face interactions between subjects (infected emitter and susceptible receiver) of the 

same height, situated at a distance of 80 cm, were investigated. The susceptible subject 

was modelled as a mouth-breather, inhaling infectious respiratory particles through the 

mouth.  

 
Figure 8.3 - Computational domain considered for close proximity simulations: emitter, receiver, air 

cleaner, and external surfaces are highlighted. 

CFD analyses were conducted adopting the Boundary Conditions (BC) available in 

Table 8.3. The mouths of the emitter and receiver were modelled as circular surfaces 

with a diameter of 2 cm [31]. In Figure 8.3, the BC in terms of air velocity at the 

mouths of the emitter and receiver are also illustrated; in particular, a sinusoidal BC 

function was adopted on both the emitter and receiver mouths to simulate a real 

interaction between two subjects [31]. Volumetric flow rates equal to 1 L s-1 for 

speaking and 0.45 L s-1 for mouth breathing were imposed as BC [104]. A frequency 

of 0.2 s-1 and an amplitude of 1 ms-1 were selected for the sinusoidal velocity profile 

applied to the receiver mouth assuming a temporal range of 5 s for a full breath [31]. 

For the speaking emitter subject, velocity peaks of 5 m s-1 were mounted on the 

sinusoidal velocity profile [31], [104]. 

Table 8.3 - Boundary conditions (BC) adopted for the external surfaces of the computational domain 

and for the subjects. 
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Surface BC for velocity BC for pressure BC for temperature 

ABEF u = 0 ∂p/∂n = 0 ∂T/∂n = 0 

CDGH u = 0 ∂p/∂n = 0 ∂T/∂n = 0 

BDFH u = 0 ∂p/∂n = 0 ∂T/∂n = 0 

ACEG u = 0 ∂p/∂n = 0 ∂T/∂n = 0 

ABCD ∂u/∂n = 0 p = 101325 Pa T = 293.15 K 

Emitter 

mouth 
see Figure 8.2 ∂p/∂n = 0 T = 308.15 K 

Receiver 

mouth 
u = A·sin (2π f t) ∂p/∂n = 0 T = 308.15 K 

 

The computational grids were generated using the open-source snappyHexMesh 

algorithm with hexahedral-based unstructured elements. Three different meshes were 

tested: Mesh 1 with 927,156 elements, Mesh 2 with 2,904,623 elements, and Mesh 3 

with 4,415,668 elements. The grids were refined near the solid surfaces, with a 

boundary layer region added to capture viscous region gradients, resulting in a 

maximum non-orthogonality value of approximately 50. Spatial and temporal mesh 

sensitivity analyses were conducted to determine the optimal grid for reliable results 

in the studied close proximity scenario. The spatial sensitivity analysis focused on two 

vertical sections (located in the middle of the emitter’s mouth in the x-direction at 

y=2.1 m and y=2.5 m, as shown in Figure 8.4) to capture the fluid dynamic phenomena 

affecting the outgoing air jets from the emitter mouth and the outlet surfaces of the 

personal cleaner.  
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Figure 8.4 - Sections and probes selected for the mesh sensitivity analysis (left); computational grids 

employed to simulate IRP spread in close proximity (right).   

In Figure 8.5, the y-velocity profiles of Mesh 1, 2, and 3 were analysed concerning 

the z-coordinate in two specific vertical sections at 2.1 m and 2.5 m. When comparing 

Mesh 1 and Mesh 2, the average percent deviation among the velocity fields was 6.5%, 

while it was 2.8% when comparing Mesh 2 and Mesh 3. 

  

(a) (b) 

Figure 8.5 – Velocity profiles resulting from simulations at different distances from the emitter’s 

mouth (a) y=2.1 m and (b) y= 2.5 m 

 

Furthermore, a temporal sensitivity analysis was also conducted by collecting the 

y-velocity trend (every 0.1 seconds over a temporal interval of 100 s) in the six evenly 

spaced probes (indicated in Figure 8.4) at an interval of 5 cm in y direction starting 
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from the emitting subject mouth. In Table 8.4, the average percentage deviations in y-

velocity obtained when comparing Mesh 1 and Mesh 3 with Mesh 2 are as follows: 

the total averaged deviations between Mesh 1 and Mesh 2, and between Mesh 2 and 

Mesh 3, were found to be 4.1% and 2.5%, respectively. Since the percentage deviations 

among the velocity fields obtained between Mesh 2 and Mesh 3 were both below 5% 

for the sensitivity analyses performed (spatial and temporal), the simulations were 

carried out using Mesh 2 

Table 8.4 - Average y-velocity percent deviation between Mesh 1 and Mesh 3 concerning Mesh 2 

calculated for six evenly spaced probes at intervals of 5 cm in y direction starting from the emitting 

subject mouth. 

Probe 

number 

Probe coordinates 

(x,y,z) 

Average deviation 

between Mesh 1 and 

Mesh 2 (%) 

Average deviation between 

Mesh 2 and Mesh 3 (%) 

1 (2.50, 2.05, 1.06) 4.0 4.0 

2 (2.50, 2.10, 1.06) 3.2 1.7 

3 (2.50, 2.15, 1.06) 3.1 1.8 

4 (2.50, 2.20, 1.06) 3.9 2.1 

5 (2.50, 2.25, 1.06) 4.8 2.5 

6 (2.50, 2.30, 1.06) 5.6 2.9 

Total averaged values (%) 4.1 2.5 

 

8.1.3 Personal air cleaner in shared environments 

The effectiveness of personal air cleaners in shared indoor environments was 

assessed through numerical simulations. The goal was to study the impact of the 

personal air cleaner on reducing the concentration of infectious respiratory particles 

(IRPs) in the user's breathing zone when an infected individual (teacher) speaks during 

a 2-hour lesson. Given the significant influence of natural and mechanical ventilation 

on indoor IRP transport, careful consideration was given to selecting the simulated 

indoor environment. For this purpose, a university lecture room with known 

dimensions and mechanical ventilation characteristics, as described in Arpino et al. 

[103], was chosen. The evaluation of IRP spread and distribution within the lecture 

room during a two-hour lesson was conducted using the same approach.  

The room's dimensions are 8.78×7.23×2.88 m in the x, y, and z directions. It 

consists of four rows for a maximum of 24 seated students and one main desk for the 

teacher. The HVAC system, situated at the top of the room, is equipped with eight 

helical swirl diffusers and three rectangular grilles, each measuring 0.182 m2, which 
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serve as exhaust sections located on the room's eastern wall at a height of 2.50 m. The 

HVAC system ensures an air exchange rate of 7.5 h-1 within the room. Figure 8.6, the 

inlet and outlet sections in the computational domain are indicated in green and red, 

respectively, while other boundary patches, shown in transparent grey, are modelled 

as walls. The teacher's mouth was represented as a cylinder with a radius of 0.021 m, 

positioned at a height of 1.60 m just behind the main desk in the room. The constant 

average velocity, which was set as a boundary condition for the injector, corresponds 

to the average of the sinusoidal values during exhalation and inhalation as documented 

by Abkarian et al. [105] and Cortellessa et al. for speaking activities. In terms of the 

respiratory particle injection direction, random velocity directions at intervals of 0.1 s 

were applied from the emitter's mouth, considering a conical jet flow with an angle of 

22°. The simulation of the eight helical swirl diffusers involved a swirling behaviour 

with a rotational velocity of 128 rpm, determined through the validation process 

conducted by Arpino et al. through experimental and numerical comparisons. The flow 

rates of the eight diffusers, as measured in our previous work, can be found in [103]. 

Table 8.5 – Flow rates adopted for the eight diffusers placed on the top of the room. 

Diffuser Flow rate (m3 s-1) 

1 0.0481 

2 0.0388 

3 0.0439 

4 0.0448 

5 0.0451 

6 0.0436 

7 0.0347 

8 0.0444 

 

A hexahedral-based unstructured grid was defined and used to simulate the lecture 

room, whose clipping is shown in Figure 8.7, by employing the OpenFOAM tool 

“snappyHexMesh”. The mesh was generated using the same structure and 

configuration adopted in our previous work [103], in particular, different refinement 

parameters in the portable personal protection device zone were used. The mesh used 

to process the shared environment is composed of 3 351 054 cells, with 3.42 max 

skewness and 58.3 non-orthogonality (Figure 8.7). The choice of this mesh is the result 

of a sensitivity analysis conducted by comparing three grids of increasing cell 
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numbers; the grid independence was obtained with the abovementioned grid (the 

intermediate one), whose errors were <5% from the reference.  

 

 
Figure 8.6 - 3D model of the lecture room and patch location of the numerical simulation. 

 
Figure 8.7 - Computational grid (composed by 3 351 054 elements) adopted in the numerical analysis 

of the university lecture room. 

The numerical model is based on the Eulerian-Lagrangian approach described in 

Section 2. The numerical simulations were conducted in terms of a time-averaged 

velocity field: to define a proper averaging time interval, eight different numerical 

probes were placed in the lecture room (Figure 8.8) and a limit of 1% was considered 

to define the average fields. The first 180 temporal times were not considered in the 

averaging time, to avoid the fluctuation influence of the velocity field. 
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Figure 8.8 – Positioning of the numerical probes adopted to evaluate the time-averaged velocity field. 

The adopted boundary conditions for the different surfaces of the domain are 

detailed in Table 8.6. The boundary conditions of the IRPs were necessary for solving 

the Lagrangian Particle Tracking model. An escape boundary condition was applied 

to all surfaces of the computational domain, except for the entry sections, where a 

rebound boundary condition was used. These conditions also accounted for the 

adhesion of particles to the walls, as particles in contact with the external surfaces of 

the domain were assumed to vanish and could not re-enter the computational domain.  

Table 8.6 - Boundary conditions (BC) adopted for the different patches of the computational domain 

considered for the simulation of the lecture room. 

surface 
BC for 

velocity 

BC for 

pressure 

BC for 

temperature 
BC for k BC for ω 

Lagrangia

n 

diffusers see Table 8.5 ∂p/∂n = 0 T = 293.15 K I = 10% ℓ = 0.07 L Rebound 

outlet 

sections 
∂u/∂n = 0 p = 101325 Pa ∂T/∂n = 0  ∂k/∂n = 0 ∂ω/∂n = 0 Escape 

walls u = 0 ∂p/∂n = 0 ∂T/∂n = 0 standard wall functions Escape 

injector 
ǀuǀ = 1.11 

m s-1 
∂p/∂n = 0 T = 308.15 K k = 0.1 m2 s-2 ∂ω/∂n = 0 Rebound 

air cleaner see Table 8.3 ∂p/∂n = 0 T = 293.15 K I = 10% ℓ = 0.07 L Escape 

 

The CFD model adopted for the numerical analysis in the shared indoor 

environment was validated by the authors in our previous work [103] by comparing 

numerical and measured velocities at the eight probes placed inside the domain (Figure 

8.8): results of the comparison are illustrated in Figure 8.9 where a good agreement 

between experimental and numerical data is recognizable. For detailed information 

about the validation procedure and the experimental apparatus, the interested reader 

may refer to Arpino et al. [103] where the different numerical performances of two 
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RANS turbulence approaches were also tested (SST k–ω and RNG k–ε). In particular, 

the test revealed that the SST k–ω is the best one in predicting fluid flow for the 

scenario under investigation and this is the reason why we adopted it in the present 

paper too. 

 
Figure 8.9 – Comparison between mean velocities obtained from numerical simulations and 

experimental analysis in the eight probes of the domain defined in Figure 8.8. 

In order to investigate the effectiveness of the personal air cleaner in terms of 

relative reduction of the exposure to IRPs during a 2-h lesson, the IRP volume 

concentration in twenty-four 1.00×1.00×0.88 m (width, height, and depth, 

respectively) boxes, was provided (Figure 8.10). Each box was meant to represent the 

average IRP concentration experienced by each student as they were virtually placed 

on the students’ desks and extend one meter from the desk height to analyse the 

students’ breathing areas. 

The effectiveness was estimated by comparing the average IRP volume 

concentration of the boxes with and without the air cleaner. In particular, simulations 

without air cleaner allowed identification of the box with the highest IRP volume 

concentration as reported in detail in the results section 8.2.1 (Figure 8.10). Then, a 

simulation with the air cleaner was performed positioning it in the proximity of the 

most exposed student/spot previously identified following the recommended 

(designed) positioning of about 40 cm from the student. 
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Figure 8.10 – twenty-four volumes used for defining the critical volume for IRP’s concentration in the 

lecture room for a two-hours lesson   

8.2 Results and discussion 

In this section, the results obtained from the numerical analysis concerning the two 

case sceanarios of the personal air cleaner device are illustrated and commented. The 

same logic division is provided for both cases, the Section 8.1.2for the close-proximity 

scenario and the Section 8.1.3  for the shared environment.  

8.2.1 Air cleaner device in the close proximity scenario  

The study evaluated the effectiveness of an air cleaner in close proximity by 

comparing the results of simulations performed with and without the air cleaner. The 

exposure time was 900 seconds, and the distance between the individuals was 80 cm, 

with the air cleaner placed at a recommended distance of 40 cm from the receiver. 

Figure 8.11 illustrates the trajectories of inhaled respirable particles (IRPs) and flow 

fields obtained from the simulations. The velocity streamlines and IRPs distribution 

for a breathing period of 5 seconds clearly demonstrate how the high-velocity air flows 

from the personal air cleaner create a protection zone around the receiver's mouth, 

deflecting IRPs upwards and preventing their inhalation. Additionally, the low-

velocity air jet from the device ensures clean air in the breathing zone, enhancing 

individual protection. Figure 8.12presents the volumes of IRPs inhaled by the receiver 

over time, with the air cleaner both turned off and on during the 900-second exposure. 

The effectiveness of the air cleaner is expressed as the relative reduction in the volume 

of IRPs inhaled by the receiver, which consistently exceeds 92%, with an average 

reduction of 96% during the exposure scenario. This demonstrates the high 

effectiveness of the air cleaner in reducing the inhalation of IRPs. 
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Figure 8.11. Numerical velocity streamlines and IRPs dispersion for six computational times (5, 5.5, 

6.5, 7.5, 8.5, and 10 s)  

 
Figure 8.12. Volume of IRPs (ml) inhaled from the receiver subject in the case of personal air cleaner 

turned off and on and relative effectiveness of the air cleaner (red). 

 

8.2.2 Air cleaner device in the shared environment scenario 
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The effectiveness of the air cleaner in a shared indoor environment was evaluated 

by comparing simulation results during a 2-hour lesson, while the air cleaner device 

was operating or passive. The analysis specifically focused on the volume 

concentration of infectious respiratory particles (IRPs) within virtual boxes 

representing student seating positions, while the teacher, impersonates the infected 

subject speaking the two. The air cleaner was positioned at the recommended 40 cm 

distance from the receiver, targeting the box with the highest concentration observed 

in simulations without the air cleaner. 

Figure 8.13 illustrates the spatial distribution of IRPs in the classroom under both 

conditions. The box used for concentration comparison is highlighted in red, clearly 

demonstrating the reduction in IRP concentration when the air cleaner is activated. 

The presence of the portable personal protection device significantly alters the IRP 

flow patterns, especially within the working area and in front of the protection zone. 

The velocity field generated by the air cleaner reduces the IRP concentration in the 

breathing zone of the protected student, but simultaneously transports IRPs toward the 

forward adjacent boxes, leading to increased concentrations in those areas. This 

redistribution effect is evident in Figure 8.14 and in Table 8.7. 

The box with the highest concentration in the absence of the air cleaner (R2C4, with 

4.07×10−7 ml m−3) exhibited a concentration reduction of approximately 50% 

(2.08×10−7 ml m−3) when the air cleaner was used. Adjacent boxes (R2C3 and R2C5) 

also saw a decrease of around 30–35%. However, significant concentration increases 

(up to six times the original values) were observed in the boxes ahead (R1C3 and 

R1C4), driven by IRP transport induced by the air cleaner. This underscores that the 

use of a single air cleaner can inadvertently elevate IRP concentrations in the breathing 

zones of nearby students. 

The proposed personal air cleaner offers a promising mitigation strategy for indoor 

environments where occupants remain stationary. To ensure comprehensive protection 

and prevent increases in IRP concentrations for adjacent students, air cleaners should 

be installed at each student’s location. The use of multiple air cleaners is not expected 

to result in adverse interactions, as the terminal velocities of the flow from each device 

are negligible at the distances typically separating students, as demonstrated in Figure 

8.11. The primary aim of this study—validating the protective efficacy of the personal 

air cleaner in shared spaces—has been successfully achieved. Further research is 

needed to explore real-world scenarios involving the simultaneous operation of 

multiple air cleaners to optimize their deployment in practical settings. 
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Figure 8.13. Top view of the spatial distribution of IRPs in the lecture room without (left) and with 

(right) personal air cleaner. 

 

 

Figure 8.14. Colourmaps of the volume concentration of IRPs (ml m−3) inside the 24 boxes, without 

(left) and with (right) air cleaner. 

Table 8.7. Volume concentrations of IRPs in each of the 24 boxes (ml m−3), with and without air 

cleaner 

Box 
Volume concentration of IRPs in each box (ml m−3) 

Without air cleaner With air cleaner 

R1C1 3.16×10−7 2.45×10−7 

R1C2 2.16×10−7 1.29×10−7 

R1C3 1.07×10−7 6.63×10−7 

R1C4 3.82×10−7 6.26×10−7 

R1C5 0.76×10−7 1.70×10−7 

R1C6 0.21×10−7 0.13×10−7 

R2C1 0.39×10−7 0.79×10−7 

R2C2 2.32×10−7 1.42×10−7 

R2C3 3.63×10−7 2.41×10−7 

R2C4 4.07×10−7 2.08×10−7 

R2C5 2.32×10−7 1.55×10−7 

R2C6 0.24×10−7 0.36×10−7 

R1

R2

R3

R4

C1 C2 C3 C4 C5 C 

R1

R2

R3

R4

C1 C2 C3 C4 C5 C 

Volume concentration of IRPs (ml m 3)

Without air cleaner With air cleaner



 

143 

 

R3C1 1.54×10−7 0.93×10−7 

R3C2 1.90×10−7 1.03×10−7 

R3C3 2.25×10−7 0.99×10−7 

R3C4 1.95×10−7 2.20×10−7 

R3C5 1.07×10−7 0.68×10−7 

R3C6 0.38×10−7 0.28×10−7 

R4C1 0.67×10−7 1.42×10−7 

R4C2 2.61×10−7 1.28×10−7 

R4C3 3.47×10−7 0.52×10−7 

R4C4 0.97×10−7 1.91×10−7 

R4C5 0.19×10−7 0.23×10−7 

R4C6 0.27×10−7 0.38×10−7 

The use of twenty-four 1.00 m × 1.00 m × 0.88 m virtual boxes proved to be 

extremely useful in identifying the student/spot characterized by the highest exposure 

to IRPs volume concentration; nonetheless, the size of these boxes is significantly 

larger than the breathing zone of the students and, consequently, larger than the 

protected zone provided by the air cleaner. In other words, the effectiveness of the air 

cleaner evaluated with this box size could be extremely underestimated, as it should 

be determined just by considering the actual breathing zone of the student. To address 

this, a smaller 0.20 m × 0.20 m × 0.20 m box (referred to as the “reduced box”) located 

within the device’s airflow outlets was also considered to properly compare the volume 

concentrations with and without air cleaner. The initial and reduced box size and 

positioning are highlighted in Figure 8.15, whereas the volume concentrations of IRPs 

and the corresponding relative reductions obtained with the two boxes are reported in 

Table 8.8. When the proper (i.e., the reduced) box is considered, the relative reduction 

of the student’s exposure results equal to 99.5%, indicating that the personal air cleaner 

can significantly protect the susceptible not only in close proximity scenarios but also 

in shared indoor environments. Thus, the adoption of a personalized air cleaner could 

be an interesting solution to support general ventilation in managing the airborne 

transmission of respiratory pathogens in shared indoor environments. It is important 

to emphasize that these findings apply beyond the specific indoor environment 

considered. They can be generalized to almost all indoor spaces where users have a 

nearly fixed position: indeed, the protection of the air cleaner can be undermined only 

if high-velocity currents of air are present (e.g., droughts). This is not the case for 

properly designed HVAC systems, whose terminal velocity at head height, for thermal 

comfort reasons, is expected to be <0.5 m s−1.  
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Figure 8.15. Standard and reduced volume were applied to investigate the performance of personal 

air cleaners. 

 

Table 8.8. Volume concentrations of IRPs (and corresponding relative reductions) obtained from 

simulations. 

Box 

Volume concentration of IRPs 

(ml m−3) 

Relative 

reduction of volume 

concentration Without device With device 

initial box (1.00 m × 1.00 m × 0.88 m) 4.07×10−7 2.08×10−7 49.1% 

reduced box (0.20 m × 0.20 m × 0.20 m) 1.25×10−  5.95×10−9 99.5% 

 

8.3 Conclusion 

This chapter highlighted the analysis of the performance of a personal portable air 

cleaner, from the concept to the numerical testing. The device was tested in two typical 

exposure scenarios, in close proximity and a shared indoor environment, aiming to 

reduce the transmission of airborne respiratory particles. The effectiveness of the 

portable air cleaner was tested in the numerical environment, using the three-

dimensional CFD models, which were validated against experimental data. Close-

proximity simulations were conducted using a typical face-to-face configuration 

between the emitter and receiver, while indoor environment simulations were carried 

out in a university lecture room previously characterized both experimentally and 

numerically in terms of airflow patterns. 
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The CFD analysis results showed that in the close-proximity scenario, the air 

cleaner effectively reduced the volume of inhaled infectious respiratory particles 

(IRPs) by an average of 96% over a 900-second conversation, with instantaneous 

reductions consistently exceeding 92%. Similarly, simulations in the shared indoor 

environment demonstrated an average relative reduction of IRP volume concentration 

in the breathing zone of 49.1% evaluating the stock box during a 2-hour lesson, while 

the reduction is more effective (99.5%) while considering a reduced volume of interest, 

which is representative of the effective breathing area. 

In summary, the proposed personal air cleaner provides substantial protection 

against airborne pathogens in both close-proximity and shared indoor settings, 

significantly reducing the risk of airborne transmission of respiratory infections. The 

CFD numerical models developed in the previous Chapters and applied to the 

evaluation of the effectiveness of the prototyping of the protection device is a very 

useful tool, to predict the behaviour and movement of the particles within the chosen 

computational domain.  
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CHAPTER 9.  CONCLUSIONS 

This dissertation can be categorized into three distinct parts, seemingly unrelated 

yet unified by a common objective: ensuring a sustainable future. The significance of 

this research lies in its pursuit of innovative solutions that address the immediate need 

for healthier indoor environments while also working towards the long-term goal of 

achieving a carbon-neutral energy landscape. Both of these aspects are crucial for 

fostering sustainability, as highlighted by the sustainable development goals 

established by the United Nations in 2015. 

The conclusions and final recommendations for the various sections of this booklet 

are outlined in the subsections below. 

9.1 Part I 

The first part  of the dissertation (Energy Conversion Systems and Decarbonization 

Strategies) explores various facets of energy conversion systems and the measurement 

chain that enables precise flow rate measurements in the transportation sector. This 

analysis provides insight into carbon dioxide emissions. Throughout both scenarios, 

the methodology applied is consistent across the chapters, grounded in an 

experimental-numerical (CFD) approach. The numerical investigation employs an 

Eulerian framework, addressing the conservation equations of mass, momentum, and 

energy within the flow field of the examined computational domain. 

A Waste-to-Energy plant, located in the middle of Italy, was analyzed in  Chapter 

2 combining the CFD transient model with the chemical reactions resolution on the 

grid node through an integrated numerical model developed in the OpenFOAM 

environment. The boundary conditions of the numerical model were determined 

through an experimental campaign carried out on both the RDF entering the energy 

system, analyzing the chemical composition of the syngas at the primary inlet of the 

plant, and the gas temperature in the combustion chamber in two sections. The findings 

of the study demonstrated the necessity of using CFD approaches to properly assess 

the control of the thermodynamic variables within the combustion chamber without 

entering physically through experimental campaigns. The CFD results show good 
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reliability and consistency in the validation process and emphazise the importance of 

the numerical approach in predicting the temperature and partciles distribution in the 

combustion chamber. 

In Chapter 3, the study offers strong evidence for the effectiveness of three-

dimensional computational fluid dynamics (CFD) simulations in accurately modelling 

the performance of single-hole orifice plate flow meters across various operating 

conditions. These simulations have been rigorously validated against experimental 

data from the European SAFEST project, demonstrating that the CFD model reliably 

estimates critical parameters such as discharge coefficients and differential pressures 

throughout the orifice. However, the research acknowledges certain limitations within 

the model, particularly regarding the dynamic flow rate predictions at the inlet 

boundary. To improve the accuracy of these predictions, further investigation is 

required. This ongoing research aims to refine the model for a more precise 

representation of fluid behaviour under diverse operational scenarios. The findings 

highlight the significant value of CFD in optimizing flow metering systems for 

industrial applications. Accurate measurement is crucial in these settings, as it 

enhances operational efficiency, minimizes material waste, and reduces environmental 

impact. As industries increasingly transition toward sustainable practices, the insights 

gleaned from CFD simulations can greatly contribute to the development of advanced 

flow measurement tools capable of adapting to innovative fuel types. This adaptability 

is essential in fostering cleaner, more resource-efficient industrial processes. 

Consequently, this research not only propels the field of flow metering technology 

forward but also aligns with broader sustainability objectives. The role of CFD in 

facilitating more sustainable industrial operations underscores its importance as a tool 

for promoting environmentally responsible practices, ultimately contributing to a 

greener future. 

9.2 Part II 

II part ( Indoor air quality: modelling and benchmarking) introduces a defined 

Lagrangian model for evaluating the behaviour of particles and droplets in a numerical 

environment. The motivation for this research stems from the studies on SARS-CoV-

2 infection risks and particle distribution in indoor settings. The model outlines the 

structure of a droplet emission framework and analyzes droplets both before and after 

evaporation in various numerical and experimental scenarios.   
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Chapter 5  and Error! Reference source not found. provide a detailed examination o

f both the experimental and numerical analyses of a side mirror model conducted 

within an open jet wind tunnel at the TU Delft laboratories, employing Particle 

Tracking Velocimetry (PTV) as the primary measurement technique. The main aim of 

this benchmarking exercise was to assess the performance of the Lagrangian model in 

a numerical context. The initial section of the report focuses on the experimental 

campaign, outlining the methodologies employed, the calibration processes 

undertaken to ensure accuracy and a comprehensive presentation of the results 

obtained. This includes an overview of the experimental setup, the wind tunnel 

conditions, and the data acquisition techniques utilized during the experiment. In the 

subsequent section, the Lagrangian numerical model is introduced, detailing its 

theoretical foundation and the specific algorithms used to simulate fluid dynamics 

around the side mirror model. A comparison between the experimental data and 

numerical predictions reveals noteworthy findings, demonstrating that the numerical 

model effectively predicts the flow distribution and mass concentration around the side 

mirror. These results underscore the model’s reliability and highlight its potential 

applications in aerodynamic analysis and design optimization. 

9.3 Part III 

The third part (Indoor air quality: applications) of the dissertation shows the 

analysis of the spread and distribution of virus-laden droplets, emitted by an infected 

subject, in two distinct situations occurring in indoor environments: a close-distance 

conversation between two people and the evaluation of a patented personal protection 

device in close contact scenario and shared environment. These scenarios were chosen 

for their representation of commonplace situations in our daily lives. The methodology 

adopted is consistent across the chapters and is based on both experimental and CFD 

investigations. The numerical model is based on an Eulerian-Lagrangian approach, 

solving the mass, momentum and energy conservation equations for the air flow 

(continuous phase) and Newton’s equation of motion for each droplet (discrete phase). 

In Chapter 7, 3D CFD simulations were conducted to investigate the movement and 

distribution of droplets emitted by a particle source, mirroring the scenario of an 

infected individual speaking in front of a susceptible person at a distance of 0.7 meters. 

This study emphasizes the effectiveness of the numerical tool in predicting the 

distribution and movement of particles within the computational domain, thereby 

enabling a comprehensive risk assessment for virus transmission over a specified time 
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interval. A numerical campaign was carried out in the TU Delft laboratories to evaluate 

breathing behaviour and validate the velocity profile of the emission source. Overall, 

the study highlights the significance of this numerical tool in assessing droplet 

dynamics during common social interactions. 

Chapter 8 discusses the development of a portable personal air cleaner designed to 

manage local airflow patterns in expansive indoor areas and minimize the airborne 

spread of respiratory pathogens. The device's efficiency is assessed using intricate 3D 

CFD simulations, which are corroborated by experimental data, across two typical 

exposure scenarios: close range and shared indoor settings. The air cleaner examined 

is envisioned as a portable, battery-powered device, engineered with appropriate 

airflow velocities and angles to generate a complex fluid-dynamic barrier that can 

safeguard a vulnerable individual from airborne and respiratory particles. Simulations 

for the close-range scenario considered a standard face-to-face setup between the 

emitter and receiver, detailed in Chapter 7, while simulations for the indoor 

environment were based on a university lecture room that had been characterized both 

experimentally and numerically in various studies by the research group. CFD analysis 

showed that in the close-range situation, the air cleaner effectively decreased, on 

average, the volume of inhaled infectious respiratory particles by 96% during a 900-

second conversation, with instantaneous reductions exceeding 92%. Simulations 

conducted in the shared indoor setting indicated an average relative reduction of 99.5% 

in the volume concentration of infectious respiratory particles in the breathing zone of 

an exposed individual during a 2-hour lecture. To summarize, the proposed personal 

air cleaner offers considerable protection to individuals in both close proximity and 

shared indoor environments, resulting in a decreased airborne transmission of 

respiratory pathogens. Future investigations will aim to prototype the air cleaner and 

carry out field tests to evaluate its performance. 
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Appendix A 

 

A.1 Governing equations of fluid dynamics 

The equations governing the motion of a fluid represent mathematical statements 

of the conservation of mass, momentum, and energy [106], [107], [108]. 

For a viscous Newtonian, homogeneous and isotropic fluid the conservative form 

of the governing equations can be expressed as: 

𝜕𝜌

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝒖) = 0 

(1.1) 

 

𝜕(𝜌𝑢)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑢𝒖) = −

𝜕𝑝

𝜕𝑥
+ 𝜇 (

𝜕2𝑢

𝜕𝑥2
+
𝜕2𝑢

𝜕𝑦2
+
𝜕2𝑢

𝜕𝑧2
) + 𝜇

𝜕

𝜕𝑥
[(1 +

𝜆

𝜇
)𝑑𝑖𝑣(𝒖)] +∑𝑏𝑥 

(1.2) 

 

𝜕(𝜌𝑣)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑣𝒖) = −

𝜕𝑝

𝜕𝑦
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𝜕2𝑣

𝜕𝑥2
+
𝜕2𝑣

𝜕𝑦2
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𝜕
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𝜆

𝜇
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(1.3) 

 

𝜕(𝜌𝑤)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑤𝒖) = −

𝜕𝑝

𝜕𝑧
+ 𝜇 (

𝜕2𝑤

𝜕𝑥2
+
𝜕2𝑤

𝜕𝑦2
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𝜕2𝑤
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𝜕
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(1.4) 

 

𝜕𝜌𝑒𝑖
𝜕𝑡

+ 𝑑𝑖𝑣(𝜌𝑒𝑖𝒖) = −𝑝𝑑𝑖𝑣(𝒖) + 𝜅 (
𝜕2𝑇

𝜕𝑥2
+
𝜕2𝑇

𝜕𝑦2
+
𝜕2𝑇

𝜕𝑧2
) + Φ + 𝑆𝑒𝑖 

(1.5) 

 

Φ is the dissipation function, accounting for the effects due to viscous stresses, 

whereas the term 𝑆𝑒𝑖 represents a source of energy per unit volume per unit time.  

Equations (1.1)−(1.5) constitute a set of five partial differential equations involving 

seven unknown field variables: u, v, w, p, 𝜌, ei, T. The two missing equations, required 

to close the system, can be obtained by determining the relationships existing between 

the thermodynamic variables (p, 𝜌, ei, T) based on the assumption of thermodynamic 

equilibrium [109]. These relationships are referred to as equations of state, and provide 

a mathematical connection between two or more point functions (i.e., thermodynamic 
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variables) [110]. In most of engineering problems, it is reasonable to assume that the 

investigated gas behaves as a perfect gas with constant specific heats, for which the 

following relations hold: 𝑝 = 𝜌 ⋅ 𝑅𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ⋅ 𝑇 and 𝑑𝑒𝑖 = 𝐶𝑣𝑑𝑇. 

A.1.1 Simplified mathematical models 

The conservation equations for mass and momentum are non-linear and strongly 

coupled, making them challenging to solve. Analytical solutions of the Navier-Stokes 

equations can be obtained only in a limited number of cases and for very simple 

geometries with limited practical relevance [107]. In most situations numerical 

methods must be employed, demanding significant computational resources. To 

address this issue, simplifications can be made to reduce the computing efforts. Two 

commonly adopted simplifications are the incompressible flow assumption and the 

Boussinesq approximation, described below. 

INCOMPRESSIBLE FLOW 

In many applications the fluid density may be assumed as constant, leading to the 

assumption of incompressible flow. Such approximation is acceptable if the Mach 

number is below 0.3. In that case, governing equations reduce to: 

𝑑𝑖𝑣(𝒖) = 0 (1.6) 
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𝜕𝑢
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) +∑𝑏𝑥 (1.7) 
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𝜌 [
𝜕𝑒𝑖
𝜕𝑡
+ 𝑑𝑖𝑣(𝑒𝑖𝒖)] = 𝜅 (
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𝜕2𝑇

𝜕𝑦2
+
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𝜕𝑧2
) + Φ + 𝑆𝑒𝑖 

(1.10) 

The energy equation is no longer coupled with other equations (assuming that fluid 

properties do not change with temperature, otherwise all equations are coupled as for 

compressible flows). Therefore, we can first solve the continuity and momentum 

conservation equations to find velocity and pressure fields and then solve the energy 

equation to yield the temperature distribution. For buoyancy-driven flows, where 

variations in density due to temperature changes are accounted for in the body force 
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term of the momentum equation (Boussinesq approximation, see below) all 

conservation equations again become coupled. 

A.1.2 Boussinesq approximation 

In flows involving heat transfer, fluid properties typically depend on temperature. 

Even minor variations in temperature can cause the fluid motion. If the change in 

density is small, it is possible to treat the density as constant in the unsteady and 

convection terms and treat it as variable only in the gravitational term. This 

simplification is referred to as the Boussinesq approximation, and assumes that density 

varies linearly with temperature: 

𝜌 = 𝜌0[1 − 𝛽(𝑇 − 𝑇0)] 
(1.11) 

where 𝜌0 is a reference density, 𝑇0 a reference temperature and 𝛽 is the coefficient 

of volumetric expansion. This approximation introduces errors of the order of 1% if 

the temperature differences are below 15 °C for air [103]. 

A.2 Physics of turbulent flows 

Most flows of engineering interest are turbulent in nature [107], [108], [111]. 

Turbulence is characterized by unsteadiness and three-dimensionality and causes the 

appearance in the flow of rotational structures, so-called turbulent eddies, with a broad 

range of length and time scales. In the study of turbulent flows, it is common to refer 

to an energy cascade, a process where the kinetic energy of larger eddies is transferred 

to smaller eddies. The cascade starts with the largest eddies (of size l), extracting 

energy from the mean flow and having the highest level of turbulent kinetic energy per 

unit mass, as illustrated in the energy spectrum graph below (Figure 2.1). These large 

eddies are identified by the turbulence Reynolds number 𝑅𝑒𝑙 = √𝑘𝑙 𝜈⁄ . In Figure 2.1, 

the horizontal axis is the wave number, representing the number of eddies per unit 

length (i.e., ∝ 𝑟−1, where r is the eddy size). The kinetic energy of eddies between the 

wave numbers κ and κ+dκ is E(κ)dκ [112]. 
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Figure 2.1. Energy spectrum for a turbulent flow 

[112]. 

Figure 2.2. Process of large eddies becoming smaller 

[112]. 

Large eddies are usually anisotropic due to the way turbulence is generated; their 

behaviour is dictated by the geometry of the problem domain, the boundary conditions 

and body forces [106]. For instance, when a fluid flows past a cylinder, it causes the 

shedding of vortices having a shape similar to the cylinder, i.e., they are elongated in 

the direction of the cylinder axis (see Figure 2.2). 

When moving downstream, through open space, eddies quickly stretch, bend, rotate 

and break, eventually becoming “blobs” of vorticity. The turn-over time of the eddies 

(i.e., the time for one revolution) decreases with their size. The smaller eddies are 

nearly isotropic, and have a universal behaviour, dominated by the viscosity 𝜈 and by 

the rate of energy transferred from the large scales 𝜀. The smallest relevant length 

scales are known as the Kolmogorov length scale (𝜂) and are responsible for 

dissipation. If the Reynolds number is sufficiently high, an intermediate range of scale 

exists (𝜂 ≪ 𝑟 ≪ 𝑙, known as the inertial subrange) which transfers the energy from 

the large scales down the cascade (however, negligible dissipation occurs in this 

range). 

There are several numerical methods to model the behaviour of turbulence flows. 

These methods can be grouped into three main categories: (i) turbulence models for 

Reynolds-averaged Navier-Stokes (RANS) equations; (ii) large eddy simulation 

(LES); (iii) direct numerical simulation (DNS) [106]. 

The latter consists in directly numerically solving the governing equations over the 

whole range of turbulent scales (both temporal and spatial). This results in prohibitive 

computational costs owing to the mesh and time step requirements: the total number 

of grid points required is of the order of 𝑅𝑒𝑙
9/4

, whereas the time step should be of the 
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order of 𝜂/𝑢𝑙 (where 𝑢𝑙 is the large-scale velocity) [113]. For this reason, this approach 

is mainly used for benchmarking and academic purposes. 

With LES, the largest scales of turbulent motion are directly simulated whereas the 

smaller scales are filtered out and modelled by the so-called subgrid scale models. The 

underlying principle of this approach is that, while largest scales are affected by the 

flow conditions and domain boundaries, the smaller scales tend only to be aware of 

their immediate surroundings and have common characteristic, being thus easier to 

model. LES reduces the computational cost compared to DNS, and its use is gradually 

expanding thanks to the advances in computing hardware and parallel algorithms [86]. 

The method that demands the least computational resources, and for this reason 

widely applied in both industry and research, is RANS. Here, the governing equations 

are time-averaged, giving rise to new terms that must be correlated with the mean flow 

variables through turbulence models. These models are semi-empirical, based on 

experimental data acquired for simple and controlled flow configurations; as a result, 

a general-purpose model does not exist and several models have been developed over 

the years, each suitable for investigating specific categories of fluid flow problems. 

A schematic representation of the length scales solved with the different approaches 

described above is provided in Figure 2.3. 

 
Figure 2.3. Schematic representation of the scales of turbulent motion solved with DNS, LES and RANS approaches 

(adapted from Bakker [114]). 

REYNOLDS-AVERAGED NAVIER-STOKES (RANS) SIMULATIONS 

According to the Reynolds decomposition, every flow variable can be written as 

the sum of a mean (i.e., time-averaged) part 𝜑̅ and a time-dependent fluctuating part 

𝜑′ [111]: 
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𝜑(𝒙, 𝑡) = 𝜑̅(𝒙) + 𝜑′(𝒙, 𝑡) (2.1) 

The time-average of the fluctuating value is zero 𝜑′̅ = 0 , and the mean value 

defined as: 

𝜑̅(𝒙) = lim
𝑇→∞

1

𝑇
∫ 𝜑(𝒙, 𝑡)

𝑡+𝑇

𝑡

𝑑𝑡 (2.2) 

Here, T represents the averaging interval. This interval must be large compared to 

the typical time scales of the fluctuations; thus, we are interested in the limit 𝑇 → ∞ 

[107] (see Figure 2.4, left picture). 

If the mean flow 𝜑̅ varies slowly over time, an unsteady approach (URANS) must 

be employed. Equations (2.1) and (2.2) modify as follows: 

𝜑(𝒙, 𝑡) = 𝜑̅(𝒙, 𝑡) + 𝜑′(𝒙, 𝑡) (2.3) 

𝜑̅(𝒙, 𝑡) =
1

𝑇
∫ 𝜑(𝒙, 𝑡)

𝑡+𝑇

𝑡

𝑑𝑡 , 𝑇1 ≪ 𝑇 ≪ 𝑇2 (2.4) 

where 𝑇1 is the time scale of the rapid fluctuations and 𝑇2 the time scale of the slow 

variations in the flow, respectively (Figure 2.4, right picture). 

 
Figure 2.4. Time averaging for a statistically steady turbulent flow (left) and time averaging for an unsteady turbulent flow 

(right), adapted from Guerrero [109]. 

Let us now consider the continuity and momentum equations for incompressible 

flows without body forces: 

𝑑𝑖𝑣(𝒖) = 0 (2.5) 
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𝜕𝜌𝑢

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑢𝒖) = −

𝜕𝑝

𝜕𝑥
+ 𝜇 (

𝜕2𝑢

𝜕𝑥2
+
𝜕2𝑢

𝜕𝑦2
+
𝜕2𝑢

𝜕𝑧2
) (2.6) 

𝜕𝜌𝑣

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑣𝒖) = −

𝜕𝑝

𝜕𝑦
+ 𝜇 (

𝜕2𝑣

𝜕𝑥2
+
𝜕2𝑣

𝜕𝑦2
+
𝜕2𝑣

𝜕𝑧2
) (2.7) 

𝜕𝜌𝑤

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑤𝒖) = −

𝜕𝑝

𝜕𝑧
+ 𝜇 (

𝜕2𝑤

𝜕𝑥2
+
𝜕2𝑤

𝜕𝑦2
+
𝜕2𝑤

𝜕𝑧2
)    (2.8) 

Reynolds decomposition of the flow variables returns: 

𝒖(𝒙, 𝑡) = 𝒖̅(𝒙) + 𝒖′(𝒙, 𝑡) (2.9) 

𝑝(𝒙, 𝑡) = 𝑝̅(𝒙) + 𝑝′(𝒙, 𝑡) (2.10) 

Substituting expressions (2.9) and (2.10) in equations (2.5)−   (2.8, time averaging 

and rearranging, the incompressible RANS equations are obtained: 

𝑑𝑖𝑣(𝒖̅) = 0 (2.11) 

𝑑𝑖𝑣(𝜌𝑢̅𝒖̅) + 𝑑𝑖𝑣(𝜌𝑢′𝒖′̅̅ ̅̅ ̅) = −
𝜕𝑝̅

𝜕𝑥
+ 𝜇 (

𝜕2𝑢̅

𝜕𝑥2
+
𝜕2𝑢̅

𝜕𝑦2
+
𝜕2𝑢̅

𝜕𝑧2
) (2.12) 

𝑑𝑖𝑣(𝜌𝑣̅𝒖̅) + 𝑑𝑖𝑣(𝜌𝑣′𝒖′̅̅ ̅̅ ̅) = −
𝜕𝑝̅

𝜕𝑦
+ 𝜇 (

𝜕2𝑣̅

𝜕𝑥2
+
𝜕2𝑣̅

𝜕𝑦2
+
𝜕2𝑣̅

𝜕𝑧2
) (2.13) 

𝑑𝑖𝑣(𝜌𝑤̅𝒖̅) + 𝑑𝑖𝑣(𝜌𝑤′𝒖′̅̅ ̅̅ ̅̅ ) = −
𝜕𝑝̅

𝜕𝑧
+ 𝜇 (

𝜕2𝑤̅

𝜕𝑥2
+
𝜕2𝑤̅

𝜕𝑦2
+
𝜕2𝑤̅

𝜕𝑧2
) (2.14) 

The term 𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅  (in suffix notation), arising from the time-averaging operation, is the 

so-called Reynolds stress tensor ℛ𝑖𝑗
1. It is clearly symmetric and represents the 

momentum transfer by the fluctuating velocity field. From Equations (2.11)−(2.14) it 

is observed that the number of unknown quantities (pressure, three velocity 

components and six stresses) is larger than the number of equations. As a result, the 

system of equations is not closed, and the Reynolds stresses need to be appropriately 

modelled. A common approach used to resolve the problem of closure is the 

Boussinesq hypothesis, which relates the Reynolds stresses to the mean velocity 

gradients through an eddy (or turbulent) viscosity 𝜇𝑇: 

 

1
 A check of the dimensions will show that ℛ𝑖𝑗 is not actually a stress. It must be multiplied by the density 𝜌 to have dimensions corresponding 

to the stresses. 
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−𝜌(𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ) = 𝜇𝑇 (
𝜕𝑢̅𝑖
𝜕𝑥𝑗

+
𝜕𝑢̅𝑗

𝜕𝑥𝑖
) −

2

3
𝜌𝛿𝑖𝑗𝑘 (2.15) 

where 𝛿𝑖𝑗 is the Kronecker delta and 𝑘 =
1

2
𝑢𝑖′𝑢𝑖′̅̅ ̅̅ ̅̅ ̅ is the turbulent kinetic energy per 

unit mass. The isotropic part of the Reynolds stress tensor is absorbed normally into 

the pressure term as 𝑝̅ = 𝑝̅ + 2𝑘/3 [115]. The turbulent viscosity is a property of the 

flow field and not a physical property of the fluid. The missing equations, required to 

balance the number of unknowns and yield the solution, are provided by the so-called 

turbulence models. 

LARGE EDDY SIMULATIONS (LES) 

Instead of time-averaging, large eddy simulation involves the use of a spatial filter 

to separate the larger eddies (to be resolved) from the smaller ones (to be modelled). 

For a general property 𝜑, the filtering operation is usually defined as: 

𝜑̃(𝒙, 𝑡) = ∫ 𝒢(𝒙, 𝒙′, Δ)𝜑(𝒙′, 𝑡)𝑑𝑥′𝑑𝑦′𝑑𝑧′

𝒟

 
(2.16) 

where 𝜑̃(𝒙, 𝑡) is the filtered function; 𝒟 is the flow domain; 𝒢 is the filter function 

(usually a Gaussian filter); x’ is the variable moving in the points surrounding x, that 

is instead the vector coordinate of the position. 

Δ is the cutoff width (only eddies with a length scale greater than the cutoff width 

are resolved), and is often taken as the cube root of the grid cell volume: 

Δ = √Δ𝑥Δ𝑦Δ𝑧
3

 
(2.17) 

Δx, Δy, Δz are the grid lengths in the x, y and z directions respectively. 

Let us now focus our attention on incompressible flows, for the sake of simplicity. 

The filtered continuity and momentum conservation equations for a Newtonian fluid 

are the following (body forces are also neglected): 

𝑑𝑖𝑣(𝜌𝒖̃) = 0 (2.18) 

𝜕(𝜌𝑢̃)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑢𝒖̃) = −

𝜕𝑝

𝜕𝑥
+ 𝜇 (

𝜕2𝑢̃

𝜕𝑥2
+
𝜕2𝑢̃

𝜕𝑦2
+
𝜕2𝑢̃

𝜕𝑧2
) (2.19) 

𝜕(𝜌𝑣̃)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑣𝒖̃) = −

𝜕𝑝

𝜕𝑦
+ 𝜇 (

𝜕2𝑣̃

𝜕𝑥2
+
𝜕2𝑣̃

𝜕𝑦2
+
𝜕2𝑣̃

𝜕𝑧2
) (2.20) 
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𝜕(𝜌𝑤̃)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑤𝒖̃) = −

𝜕𝑝

𝜕𝑧
+ 𝜇 (

𝜕2𝑤̃

𝜕𝑥2
+
𝜕2𝑤̃

𝜕𝑦2
+
𝜕2𝑤̃

𝜕𝑧2
) (2.21) 

Equations (2.18)−(2.21) must be solved to yield the filtered velocity (𝑢̃, 𝑣̃, 𝑤̃) and 

pressure (𝑝̃) fields. However, the convective terms 𝑑𝑖𝑣(𝜌𝑢𝒖̃), 𝑑𝑖𝑣(𝜌𝑣𝒖̃) and 

𝑑𝑖𝑣(𝜌𝑢𝒖̃) requires further manipulation to get the solution. One can write: 

𝑑𝑖𝑣(𝜌𝑢𝑖𝒖̃) = 𝑑𝑖𝑣(𝜌𝑢𝑖̃𝒖̃) + (𝑑𝑖𝑣(𝜌𝑢𝑖𝒖̃) − 𝑑𝑖𝑣(𝜌𝑢𝑖̃𝒖̃)) 
(2.22) 

The difference 𝑢𝑖𝒖̃ − 𝑢𝑖̃𝒖̃ is modelled as: 

𝜏𝑆𝐺𝑆 = −𝜌(𝑢𝑖𝒖̃ − 𝑢𝑖̃𝒖̃) 
(2.23) 

providing the momentum equations solved in LES: 

𝜕(𝜌𝑢̃)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑢̃𝒖̃) = −

𝜕𝑝̃

𝜕𝑥
+ 𝜇 (

𝜕2𝑢̃

𝜕𝑥2
+
𝜕2𝑢̃

𝜕𝑦2
+
𝜕2𝑢̃

𝜕𝑧2
) + 𝑑𝑖𝑣(𝜏𝑆𝐺𝑆) 

(2.24) 

𝜕(𝜌𝑣̃)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑣̃𝒖̃) = −

𝜕𝑝̃

𝜕𝑦
+ 𝜇 (

𝜕2𝑣̃

𝜕𝑥2
+
𝜕2𝑣̃

𝜕𝑦2
+
𝜕2𝑣̃

𝜕𝑧2
) + 𝑑𝑖𝑣(𝜏𝑆𝐺𝑆) 

(2.25) 

𝜕(𝜌𝑤̃)

𝜕𝑡
+ 𝑑𝑖𝑣(𝜌𝑤̃𝒖̃) = −

𝜕𝑝̃

𝜕𝑧
+ 𝜇 (

𝜕2𝑤̃

𝜕𝑥2
+
𝜕2𝑤̃

𝜕𝑦2
+
𝜕2𝑤̃

𝜕𝑧2
) + 𝑑𝑖𝑣(𝜏𝑆𝐺𝑆) 

(2.26) 

𝜏𝑆𝐺𝑆 stresses are called the subgrid-scale Reynolds stresses and represent the 

momentum flux caused by the action of the unresolved scales [107]; they are 

approximated by the so-called subgrid-scale models. 

THE FINITE VOLUME METHOD (FVM) 

The governing equations described in the preceding sections are converted into 

linear algebraic equations and solved using the open-source code OpenFOAM, which 

is based on the finite volume formulation. 

The Finite Volume Method is a widely employed technique in computational fluid 

dynamics, known for its inherent conservation properties and its ability to be used on 

arbitrary computational grids [116]. Like other numerical methods, the FVM 

transforms the set of partial differential equations into a system of algebraic equations; 

however, the discretisation process is different and is based on integrating the 

governing equations over control volumes that discretise the computational domain 

[106]. 

The starting point for applying the FVM is the convection-diffusion equation, 

which for a general property per unit mass φ appears as follows [106]: 
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𝜕(𝜌𝜑)

𝜕𝑡⏟  
𝑡𝑟𝑎𝑛𝑠𝑖𝑒𝑛𝑡 𝑡𝑒𝑟𝑚

+ 𝑑𝑖𝑣(𝜌𝜑𝒖)⏟      
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑣𝑒 𝑡𝑒𝑟𝑚

= 𝑑𝑖𝑣(Γ 𝑔𝑟𝑎𝑑𝜑)⏟        
𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒 𝑡𝑒𝑟𝑚

+ 𝑆𝜑⏟
𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑒𝑟𝑚

 (2.27) 

This equation can take the form of the equation of conservation of mass, momentum or energy by appropriately 

choosing 𝜑, the diffusion coefficient 𝛤 and the source term 𝑆𝜑. 

Integration of Equation (2.27) over a three-dimensional control volume (CV) 

returns: 

∫
𝜕(𝜌𝜑)

𝜕𝑡
 𝑑𝑉

𝐶𝑉

+ ∫ 𝑑𝑖𝑣(𝜌𝜑𝒖) 𝑑𝑉

𝐶𝑉

= ∫ 𝑑𝑖𝑣(Γ 𝑔𝑟𝑎𝑑𝜑) 𝑑𝑉

𝐶𝑉

+ ∫ 𝑆𝜑 𝑑𝑉

𝐶𝑉

 
(2.28) 

The convective and diffusive terms are rewritten as integrals over the entire 

bounding surface of the CV (A), by using the Gauss’s divergence theorem, which for 

a generic vector a states: 

∫ 𝑑𝑖𝑣(𝒂) 𝑑𝑉

𝐶𝑉

= ∫ 𝒏 ⋅ 𝒂 𝑑𝐴

𝐴

 
(2.29) 

where 𝒏 ⋅ 𝒂 is the component of vector 𝒂 in the direction of the vector 𝒏 normal to 

the surface element 𝑑𝐴. 

Applying Gauss’s divergence theorem, Equation (2.28) can be thus written as: 

𝜕

𝜕𝑡
∫ 𝜌𝜑 𝑑𝑉

𝐶𝑉

+∫ 𝒏 ⋅ (𝜌𝜑𝒖) 𝑑𝐴

𝐴

= ∫ 𝒏 ⋅ (Γ 𝑔𝑟𝑎𝑑𝜑) 𝑑𝐴

𝐴

+ ∫ 𝑆𝜑 𝑑𝑉

𝐶𝑉

 
(2.30) 

In words: 

Rate of increase 

of 𝝋 inside the CV 
+ 

Net rate of 

decrease of 𝝋 due to 

convection across 

the CV boundaries 

= 

Net rate of 

increase of 𝝋 due to 

diffusion across the 

CV boundaries 

+ 

Net rate of 

creation of 𝝋 inside 

the CV 

Equation (2.30) is thus a statement of the conservation of property 𝜑 for a finite 

size CV. 

FVM FOR DIFFUSION PROBLEMS 

The governing equation for diffusion problems can be derived from the general 

transport equation (2.27) for a property 𝜑 by deleting the convective term. This gives: 

𝑑𝑖𝑣(Γ 𝑔𝑟𝑎𝑑𝜑) + 𝑆𝜑 =
𝜕(𝜌𝜑)

𝜕𝑡
 

(2.31) 
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In the present discussion, the numerical techniques to discretise the governing 

equations are introduced for the sake of simplicity with reference to a steady state 1D 

case; however, the methodology adopted here has general validity and can be easily 

extended to 2D and 3D problems. Figure 2.5 displays a generic 1D domain with the 

terminology commonly adopted in the finite volume formulation. 

 
Figure 2.5. Generic 1D computational domain [106]. 

For steady state, one-dimensional problems, Equation (2.31) modifies as follows: 

𝑑

𝑑𝑥
(Γ
𝑑𝜑

𝑑𝑥
) + 𝑆 = 0 

(2.32) 

The first step for the discretisation of the governing equation is the definition of the 

computational grid, obtained by dividing the domain into discrete control volumes. 

For a general nodal point P, the control volume is depicted in Figure 2.6. The left and 

right nodes are identified by the letters W and E, respectively; faces of the control 

volume are referred to by the letters w and e. Distances of interest for the analysis, and 

the width of the CV, are indicated in Figure 2.6 as well. 

 
Figure 2.6. Usual convention of CFD methods [106].  

The next step is the integration over the CV of the terms from Equation (2.32) and 

the application of Gauss’s theorem: 

 

∫
𝑑

𝑑𝑥
(Γ
𝑑𝜑

𝑑𝑥
)  𝑑𝑉

Δ𝑉

+ ∫ 𝑆 𝑑𝑉

Δ𝑉

= (ΓA
𝑑𝜑

𝑑𝑥
)
𝑒
− (ΓA

𝑑𝜑

𝑑𝑥
)
𝑤
+ 𝑆̅Δ𝑉 = 0 

(2.33) 
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Here A is the cross-sectional area of the CV face, Δ𝑉 is the volume and 𝑆̅ is the 

average value of source 𝑆 over the CV. 

Assuming that the generic property φ is continuous, differentiable, with bounded 

and continuous derivatives, it is possible to expand the function 𝜑(𝑥) into a Taylor 

series and express 𝜑𝐸 and 𝜑𝑃 in terms of 𝜑𝑒: 

𝜑𝐸 = 𝜑𝑒 +
𝑑𝜑

𝑑𝑥
|
𝑒
𝛿𝑥𝑒𝐸 +

𝑑2𝜑

𝑑𝑥2
|
𝑒

𝛿𝑥𝑒𝐸
2

2
+ 𝑜(𝛿𝑥3) (2.34) 

𝜑𝑃 = 𝜑𝑒 −
𝑑𝜑

𝑑𝑥
|
𝑒
𝛿𝑥𝑃𝑒 +

𝑑2𝜑

𝑑𝑥2
|
𝑒

𝛿𝑥𝑃𝑒
2

2
+ 𝑜(𝛿𝑥3) (2.35) 

where the symbol 𝑜(𝛿𝑥3) indicates that the order of magnitude of the remaining 

terms is 𝛿𝑥3. Subtracting expressions (2.34) and (2.35) term by term yields: 

𝜑𝐸 − 𝜑𝑃 =
𝑑𝜑

𝑑𝑥
|
𝑒

(𝛿𝑥𝑒𝐸 + 𝛿𝑥𝑃𝑒) + 𝑜(𝛿𝑥
2) (2.36) 

from which, considering that 𝛿𝑥𝑒𝐸 + 𝛿𝑥𝑃𝑒 = 𝛿𝑥𝑃𝐸 and neglecting the term 𝑜(𝛿𝑥2), 

the approximation of the differential operator using the central differencing scheme, 

second−order accurate2, is obtained: 

𝑑𝜑

𝑑𝑥
|
𝑒
=
𝜑𝐸 − 𝜑𝑃
𝛿𝑥𝑃𝐸

 (2.37) 

A similar expression is obtained for the derivative at the interface w: 

𝑑𝜑

𝑑𝑥
|
𝑤
=
𝜑𝑃 − 𝜑𝑊
𝛿𝑥𝑊𝑃

 (2.38) 

By substituting equations (2.37) and (2.38) into equation (2.33), the discretised 

form of equation (2.32) is obtained, which is valid for the general internal node P: 

Γ𝑒𝐴𝑒
𝜑𝐸 − 𝜑𝑃
𝛿𝑥𝑃𝐸

− Γ𝑤𝐴𝑤
𝜑𝑃 − 𝜑𝑊
𝛿𝑥𝑊𝑃

+ 𝑆̅Δ𝑉 = 0 (2.39) 

 

 

2
 It is second−order accurate because the neglected term in equation (2.36), i.e., the truncation error, is proportional to 

𝛿𝑥2. This enables greater accuracy in the solution with coarser grids. 
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Discretised expressions of the form of equation (2.39) must be derived for each 

node of the computational grid in order to solve the problem. For control volumes 

adjacent to the domain boundaries, equation (2.39) is modified to embed boundary 

conditions. This results in a system of linear algebraic equations that is solved to obtain 

the values of the property φ at the nodes of the computational grid. 

FVM FOR CONVECTION-DIFFUSION PROBLEMS 

To solve problems involving the presence of a moving fluid, it is necessary to 

consider both the effects of transport and diffusion. Let us consider the steady-state 

convection-diffusion equation for the general quantity φ, derived from equation (2.27) 

by deleting the transient term: 

𝑑𝑖𝑣(𝜌𝜑𝒖) = 𝑑𝑖𝑣(Γ 𝑔𝑟𝑎𝑑𝜑) + 𝑆𝜑 (2.40) 

Simultaneously, due to the presence of a velocity field, the continuity equation must 

also be upheld: 

𝑑𝑖𝑣(𝜌𝒖) = 0 (2.41) 

To simplify the analysis, the 1D scenario in a steady-state condition without 

generation is here considered. It is assumed that the velocity field is known (some 

methods for solving the velocity field are described in Section A.3). 

Equations (2.40) and (2.41) are modified as follows: 

𝑑

𝑑𝑥
(𝜌𝜑𝒖) =

𝑑

𝑑𝑥
(Γ
𝑑𝜑

𝑑𝑥
) 

(2.42) 

𝑑(𝜌𝒖)

𝑑𝑥
= 0 

(2.43) 

Let us now focus on the control volume in Figure 2.7, with particular attention to 

the general internal node P. 

 
Figure 2.7. A control volume around node P [106].  
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The integration of equation (2.42) over the control volume yields the following 

expression: 

(𝜌𝑢𝐴𝜑)𝑒 − (𝜌𝑢𝐴𝜑)𝑤 = (Γ𝐴
𝑑𝜑

𝑑𝑥
)
𝑒
− (Γ𝐴

𝑑𝜑

𝑑𝑥
)
𝑤

 (2.44) 

Integration of the mass conservation equation (2.43) yields the following: 

(𝜌𝑢𝐴)𝑒 − (𝜌𝑢𝐴)𝑤 = 0 (2.45) 

To derive the discretised equations, it is necessary to approximate the terms within 

equation (2.44). In this instance, not only the gradient but also the value of φ itself 

needs to be evaluated at the interface. The derivatives at the interfaces (e, w) can still 

be approximated according to equations (2.37) and (2.38), respectively. 

Let us introduce the two terms: 

𝐹 = 𝜌𝑢𝐴;    𝐷 =
Γ𝐴

𝛿𝑥
 

(2.46) 

and thus 

𝐹𝑒 = (𝜌𝑢𝐴)𝑒    𝐹𝑤 = (𝜌𝑢𝐴)𝑤 (2.47) 

𝐷𝑒 =
Γe𝐴𝑒

𝛿𝑥𝑃𝐸
    𝐷𝑤 =

Γ𝑤𝐴𝑤

𝛿𝑥𝑊𝑃
 (2.48) 

Hence, equations (2.44) and (2.45) can be rewritten as: 

𝐹𝑒𝜑𝑒 − 𝐹𝑤𝜑𝑤 = 𝐷𝑒(𝜑𝐸 − 𝜑𝑃) − 𝐷𝑤(𝜑𝑃 − 𝜑𝑊) 
(2.49) 

𝐹𝑒 − 𝐹𝑤 = 0 (2.50) 

The values of 𝜑𝑒 and 𝜑𝑤 still need to be evaluated, and there are several possibilities 

to consider: (i) central differencing scheme, (ii) constant upwinding, and (iii) linear 

upwinding. 

THE CENTRAL DIFFERENCING SCHEME 

In the central differencing scheme, φ values at the control volume faces are 

computed using linear interpolation of nodal values: 

𝜑𝑒 = (𝜑𝐸 + 𝜑𝑃)/2 (2.51) 

𝜑𝑤 = (𝜑𝑊 + 𝜑𝑃)/2 (2.52) 
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The substitution of the above relationships into equation (2.49) leads to the 

following expression: 

𝐹𝑒 (
𝜑𝐸 + 𝜑𝑃

2
) − 𝐹𝑤 (

𝜑𝑊 + 𝜑𝑃
2

) = 𝐷𝑒(𝜑𝐸 − 𝜑𝑃) − 𝐷𝑤(𝜑𝑃 − 𝜑𝑊) 
(2.53) 

Rearranging equation (2.53) and also considering the continuity equation (2.50), 

we obtain the discretised expression (according to the central differencing scheme) of 

the convection-diffusion equation for the general internal node P: 

𝑎𝑃𝜑𝑃 = 𝑎𝐸𝜑𝐸 + 𝑎𝑊𝜑𝑊 (2.54) 

where 𝑎𝑃 = 𝑎𝐸 + 𝑎𝑊 , 𝑎𝐸 = 𝐷𝑒 −
𝐹𝑒

2
 , 𝑎𝑊 = 𝐷𝑤 +

𝐹𝑤

2
. 

By deriving expressions similar to (2.54) for all nodes, a system of linear algebraic 

equations is obtained, which, when solved, yields the distribution of the property φ 

inside the computational domain. 

PROPERTIES OF DISCRETISATION SCHEMES 

The central differencing scheme, which was used in the previous section for the 

discretisation of convective terms, exhibits stability issues when the convective term 

becomes more significant compared to the diffusive term. To understand the reasons 

behind this, it is necessary to introduce the properties that discretisation schemes must 

possess for the numerically results obtained from solving the approximate equations 

to accurately describe physical reality. The most important properties are: 

(i) conservativeness; (ii) boundedness; (iii) transportiveness. 

i.   Conservativeness 

A numerical scheme must be conservative. The integration of the convection-

diffusion equation over a finite number of control volumes leads to a set of discretised 

equations where the fluxes of the property φ through the control volume faces appear. 

To ensure the conservation of φ throughout the solution domain, the flux of φ leaving 

the control volume through a face must be equal to the flux entering the adjacent 

volume through the same face. Therefore, the flux through a common face must be 

consistently expressed in the same manner across adjacent elements. 

ii.  Boundedness 

A numerical scheme must be bounded. To ensure boundedness, it is desirable for 

the discretisation scheme to produce coefficients in compliance with the Scarborough 

criterion[106], [117]: 
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|𝑎𝑃|

∑|𝑎𝑛𝑏|
{
≥ 1                          𝑎𝑡 𝑎𝑙𝑙 𝑛𝑜𝑑𝑒𝑠
> 1         𝑎𝑡 𝑜𝑛𝑒 𝑛𝑜𝑑𝑒 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡

 (2.55) 

This criterion represents a sufficient condition for a convergent iterative metho.d, 

not a necessary one. There are instances where convergence can still be achieved 

despite violating the criterion [117] 

Here 𝑎𝑃 is the coefficient of the central node P and the summation in the 

denominator is taken over all the neighbouring nodes (nb). If the condition expressed 

by equation (2.55) is verified, then the resulting matrix of coefficients is said to be 

diagonally dominant. From a physical perspective, this implies that, for example, in a 

steady-state conduction problem with no sources and boundary temperatures of 500°C 

and 200°C, all internal temperature values must be less than 500°C and greater than 

200°C. In this sense, the problem is bounded: it has an upper and lower limit. 

Another fundamental requirement for boundedness is that the coefficients of the 

discretised equations must all have the same sign (usually all positive). Physically, this 

means that an increase in the variable φ at one node results in an increase in nearby 

nodes. If the discretisation scheme does not satisfy the boundedness condition, it is 

possible that the solution may contain small oscillations or may not converge at all. 

iii.  Transportiveness 

A numerical scheme should be capable of properly handling transport and taking 

into account the actual direction from which the flow originates. This property can be 

illustrated by considering the effect of two nearby sources, located at nodes W and E, 

on a generic node P (Figure 2.8). 

To accomplish this, we introduce the Peclet number, which represents a measure of 

the relative strength of convection and diffusion: 

𝑃𝑒 =
𝐹

𝐷
=
𝜌𝑢𝛿𝑥

Γ
 

(2.56) 

where 𝛿𝑥 is the characteristic length (cell width). 

The contour lines in Figure 2.8 represent the contours of constant φ in the cases of 

pure diffusion (Figure 2.8a) and increasing convection (Figure 2.8b). In the first case 

(𝑃𝑒 → 0, pure diffusion), points W and E influence point P in the same way; 

conversely, in the case of a non-negligible convective contribution (increasing Pe), the 

influence of the upstream point becomes more pronounced. In this case, it is therefore 

crucial for the numerical scheme to consider the direction of the flow. 



 APPENDIX A 

167 

 

 
Figure 2.8. Distribution of 𝜑 in the vicinity of two sources at different Peclet numbers: (a) pure diffusion, 𝑃𝑒 → 0; (b) 

diffusion and convection [106]. 

In light of the considerations just made, it is possible to assess the applicability of 

the central differencing scheme to convection-diffusion problems. 

• Conservativeness: the scheme is conservative because it employs consistent 

expressions to evaluate convective and diffusive fluxes at the control volume faces. 

• Boundedness: taking into consideration the discretised equation (2.54), the scheme 

is bounded if 𝑎𝐸 is positive and hence: 

 𝐹𝑒
𝐷𝑒
= 𝑃𝑒𝑒 < 2 (2.57) 

This is why the method encounters stability issues when convection dominates 

over diffusion: Pe increases and exceeds the limit just identified. To accommodate 

higher inlet velocities, it is necessary to refine the computational grid so as to 

satisfy the condition expressed by equation (2.57). 

• Trasportiveness: the scheme does not possess the transportiveness property 

because it does not account for the flow direction. The fluxes through the faces are 

computed as the average of values upstream and downstream of the face itself. 

CONSTANT UPWINDING 

One of the main limitations of the central differencing scheme is its inability to 

identify the flow direction: the value of the property φ is always influenced by the 

nodes upstream and downstream. The upwinding method overcomes this limitation 

and considers the convective effects, by approximating the values of the unknown 

variable φ on the faces with the upstream value of φ: 

𝜑𝑒 = 𝜑𝑃 (2.58) 
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𝜑𝑤 = 𝜑𝑊 (2.59) 

The convection-diffusion equation for the generic internal node P, discretised using 

the upwinding scheme, is presented below: 

𝑎𝑃𝜑𝑃 = 𝑎𝐸𝜑𝐸 + 𝑎𝑊𝜑𝑊 (2.60) 

where 𝑎𝑝 = 𝑎𝑊 + 𝑎𝐸 , 𝑎𝐸 = 𝐷𝑒, 𝑎𝑊 = 𝐷𝑤 + 𝐹𝑤. 

The upwinding method is conservative, possesses the transportiveness property (as 

it accounts for the flow direction) and bounded (the coefficients of the discretised 

equation are always positive, thus satisfying the condition expressed by equation 

(2.57)). However, it is first-order accurate and has the drawback of introducing 

artificial diffusion (false diffusion) that tends to dampen the gradients in the solution. 

LINEAR UPWINDING 

Linear upwinding is a second-order accurate discretisation scheme that addresses 

the issues of artificial diffusion introduced by constant upwinding. It takes into account 

the Peclet number for evaluating the property φ on the control volume faces. 

A.3 Pressure-velocity coupling: SIMPLE, PISO and PIMPLE 

algorithms 

In the preceding section, the process of discretising and solving the convection-

diffusion equation for a general property φ, given the velocity field, was demonstrated. 

However, in general, this velocity field is not initially known but emerges as part of 

the overall solution along with other variables. To obtain the velocity field of a fluid 

system, the continuity and momentum conservation equations must be solved. 

However, solving these equations is challenging due to: (i) their strong coupling (each 

velocity component appears in each equation); (ii) the absence of an explicit equation 

to determine the pressure; (iii) the presence of nonlinear terms in the momentum 

conservation equation. For incompressible flows, the calculation is further 

complicated by the strong coupling between pressure and velocity (if the correct 

pressure field is applied in the conservation of momentum, the resulting velocity field 

must satisfy mass conservation) and the fact that pressure does not appear as a primary 

variable in the equations of momentum conservation nor continuity. The issues 

associated with nonlinearity in the system of equations and the pressure-velocity 

coupling can be addressed by adopting iterative solution strategies. Among the most 

used solvers are the so-called pressure-based algorithms, which involve determining 
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the velocity field by solving the momentum conservation equation and calculating the 

pressure field by solving a pressure-correction equation (obtained by manipulating the 

equations of mass and momentum conservation and taking the form of a Poisson 

equation). Pressure-based algorithms can be categorised as segregated and coupled; 

with the former, the governing equations are solved separately and sequentially, while 

with the latter, they are solved simultaneously. In OpenFOAM, the segregated solvers 

SIMPLE, PISO, and PIMPLE are implemented, and these are described in more detail 

in the following sections. 

SIMPLE ALGORITHM 

The SIMPLE algorithm (Semi-Implicit Method for Pressure-Linked Equations), 

developed by Patankar and Spalding in 1972 [118], is a steady-state solver for both 

compressible and incompressible flows. Over the years, many variations of this 

algorithm have been proposed, making it one of the most extensively studied 

algorithms in computational fluid dynamics. 

The algorithm, whose flowchart is depicted in Figure 3.1, involves an iterative 

sequence of steps (𝑖 = 1, 2, … , 𝑖𝑒𝑛𝑑) until convergence is reached. It starts by 

constructing a matrix equation for energy, which is under-relaxed (a method used to 

improve the convergence of the solution, by limiting the amount of variation of a 

variable during a solution step) by a factor 𝛼𝑇. This equation is solved for temperature 

T, which is then used to update the density 𝜌(𝑇, 𝑝) according to an equation of state. 

A matrix equation denoted as 𝐀 ∙ 𝐮 − 𝐛 (momentum matrix) is then built using all 

terms from the momentum conservation equation except ∇𝑝; this matrix equation is 

under-relaxed by a factor 𝛼𝑢 before being equated to −∇𝑝 and solved for the velocity 

vector 𝐮 (momentum predictor). Starting from the matrix equation 𝐀 ∙ 𝐮 − 𝐛, the terms 

𝑨𝐮 and 𝐇(𝐮) are determined, where 𝑨 is a diagonal matrix (see Figure 3.2). 

These derived terms are employed to formulate the pressure equation and calculate 

𝑝. The new pressure is then used to correct the mass flux 𝜙f to ensure with greater 

accuracy the adherence to the mass conservation equation (flux corrector). Finally, it 

is under-relaxed by a factor 𝛼𝑝 before correcting the velocity value (momentum 

corrector). 
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Figure 3.1. Implementation of the SIMPLE algorithm in OpenFOAM [112].  

 
Figure 3.2. Splitting of the starting matrix equation 𝐀 ∙ 𝐮 − 𝐛 [112]. 

PISO ALGORITHM 

The PISO algorithm (Pressure Implicit with Splitting of Operators), introduced by 

Issa in 1986 [119], is a non-iterative method for solving the coupled equations arising 

from the implicit discretisation of the time-varying fluid motion equations. It can be 

seen as a transient version of SIMPLE, with the significant modification that the 

momentum corrector is executed more than once for each time step (PISO loop). 

The equations are solved over successive time intervals Δ𝑡 between an initial time 

instant 𝑡𝑠𝑡𝑎𝑟𝑡 and a final time instant 𝑡𝑒𝑛𝑑 (Figure 3.3). The time step must be relatively 

small to maintain sufficient accuracy in describing transient phenomena, a condition 

that is expressed in terms of the maximum allowable Courant number (𝐶𝑜 < 1). 
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Figure 3.3. Implementation of the PISO algorithm in OpenFOAM [112]. 

PIMPLE ALGORITHM 

The algorithms for pressure-velocity coupling previously presented can be 

combined into an algorithm known as PIMPLE. It blends the controls of both PISO 

and SIMPLE (hence the merged acronym), particularly the iterative cycles and under-

relaxation. It can be viewed as the application of SIMPLE at each time step, iterating 

until convergence or a maximum number of iterations is reached. The advantage of 

PIMPLE over PISO is its increased stability, even with 𝐶𝑜 > 1. Figure 3.4 illustrates 

the flowchart of the PIMPLE solver, as implemented in OpenFOAM [112]. 
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Figure 3.4. Implementation of the PIMPLE algorithm in OpenFOAM [112].  
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