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A B S T R A C T

This paper presents the design of local PI regulators to control voltage and active power of the Distributed
Energy Resources (DERs) in grid-connected Active Distribution Networks (ADNs). The design is developed
based on the proposed Multiple-Input Multiple-Output (MIMO) model of ADN. Firstly, the Relative Gain Array
(RGA) matrix is used to address the problem of input–output pairing and to show that the voltage control loops
are coupled whereas the active power control loops are decoupled. Subsequently the method of the Effective
Open-Loop Transfer Function (EOTF) is used to decompose the multi-loop voltage control system into a set of
equivalent Single-Input Single-Output (SISO) loops. Then, each PI regulator is independently designed to fulfill
some control objectives dictated by the designer. The proposed design procedure is simple and straightforward.
The fixed-parameters PI regulators facilitate the integration of DERs into traditional distribution networks
which are usually operated without or with limited communication infrastructure. The simulation results
presented for various scenarios of two different ADN confirm that performance objectives and regulation at
the desired set-points are achieved in a robust sense.
1. Introduction

The long-lasting climate emergency and the present energy crisis,
both related to the intensive use of fossil fuels, are strongly driving
the transition of distribution systems from traditional passive net-
works to active grids with high penetration of Distributed Energy
Resources (DERs) that exploit Renewable Energy Sources (RESs). New
issues in management and control of Active Distribution Networks
(ADNs) arise, which are mainly related to system protection [1] (in
particular overloads of the lines and components, increase/decrease of
short-circuit currents, inverter ride-through capability) and to voltage
quality [2] (in particular voltage profiles along the feeders and volt-
age harmonic distortion). Concerning the latter issue, grid codes and
regulatory framework all over the world are introducing requirements
for new functionalities of the inverter, which interfaces DERs to the
distribution network, so as to provide voltage support [3,4]. In fact, the
well-known characteristics of distribution lines, with high R/X ratio,
impose to act on both active and reactive powers injected by DERs to
support network voltage profiles [5]. Then, the present-day challenge
is to effectively include DERs in the voltage control system of the ADN,
while guaranteeing the optimal exploitation of RESs.

An overview of the possible control architectures for ADN is pre-
sented in [6,7], control strategies for voltage regulation in [8] while
paper [9] has investigated pros and cons of a fully decentralized
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approach. Indeed, from the Distribution System Operator’s (DSO) per-
spective, the choice of the architecture must account for some technical
and economical constraints. In particular, distribution systems, espe-
cially in LV, are scarcely automated and present a large number of
nodes and customers. Then, the best solutions for the DSO must be sim-
ple and scalable, should require limited investments in communication
infrastructures and tend to a plug-and-play approach for DERs [10].
To achieve the benefits of different architectures while limiting their
disadvantages with respect to DSO expectations, the control system is
often structured in multiple levels [3,11] or stages [12] or layers [13],
each one adopting the best architecture for its specific objective and
time horizon. The lower level or layer, that promptly acts as the first
stage in the time scale, is typically composed of local closed-loop con-
trollers, each one acting on a single DER. The main advantages of local
control structure are the absence of communications infrastructure,
thanks to the use of local measurements and actions, and the quick
responsiveness. The latter characteristic allows to cope with the rapid
fluctuations of RESs, overcoming the limitation of traditional slow-
acting voltage regulation devices used in distribution systems, such
as on-load tap changers (OLTCs), step voltage regulators and shunt
capacitor banks [14].

Focusing on local control of DERs, there are still many challenges
that need to be addressed, in particular the adequate setting of the
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parameters of local controllers [2], so as to cope with the uncertainty
related to RESs [15], to guarantee a stable behavior [5] while reach-
ing a feasible operating point [16]. Concerning the control structure,
regulatory standards as well as many DSOs propose Volt/Var droop
control [11] for reactive powers and curtailment or delta Volt/Watt
control for active powers [10,13]. The problem of adequate selection of
the droop parameters, in particular of the slope for the reactive power
control, has been studied so as to avoid voltage oscillations [17,18],
system instability [19,20] and to cope with DERs interaction [21].
In addition, adaptive approaches have been proposed in [14,22] to
account for the changes of the operating conditions of the ADN. The
Volt/Var droop control has the advantage of a simple structure and
the disadvantage of presenting a steady-state error with respect to the
voltage set-point. Moreover, in [21] it has been shown that the larger
the number of DERs, the smaller the slop to guarantee stability, and,
consequently, the larger the steady-state voltage error. Unfortunately,
large steady-state control errors cause the ADN to operate far from the
desired feasible conditions; in particular reactive powers may reach
DER saturation limits and active powers may be excessively curtailed
or varied without respecting predefined rules. Achieving adequate set-
points for the voltage and the active power controllers is then a key
issue to guarantee the optimal steady-state operating conditions of the
ADN. The adequate set-points are typically determined by an upper
level or layer, which is implemented by distributed coordination [12,
23] requiring communication infrastructure at least among neighboring
DERs [16]; in alternative, the set-points are determined by centralized
optimization [11,13]. In conclusion, the droop control is becoming
inadequate with the increasing penetration of DERs.

To overcome the limitations of the droop control structure, the
design of local PI regulators have recently been proposed. The main
issue is related to the design of the fixed-parameters of PI regulators
which should guarantee performance and system stability under model
parameters uncertainty. In details, in [5] the numerical solution of
a nonlinear constrained minimization problem gives the gains of a
state-feedback controller and parameters of two standard regulators
of type PI and I, which realize the dynamic voltage and active-power
adjustment. In [24] the PI parameters are updated in an optimization
process since the authors claim that fixed-gain PI cannot easily adapt
to power changes. A different design approach is employed in [25]; in
this paper the PID parameters are tuned using an intelligent adaptive
neuro-fuzzy inference system. In [10] the local voltage PI regulator acts
on both active and reactive powers according to the following strategy:
voltage support with reactive power, single-sided set point tracking of
the upper voltage limit, and active power limitation using delta con-
trol. Local digital controllers are synchronized so that all input–output
updates occur at universal time-discrete instances. Stability is analyzed
using a traditional model of the ADN based on the Jacobian matrix of
Newton–Raphson load flow, which does not account for the peculiar
characteristics of distribution networks. In [11] stability conditions via
a discrete-time state-space model are formulated to design the local
controllers based on local voltage sensitivities. Then, the discrete-time
state-space model is extended for the full system in order to ensure a
globally stable control framework.

In summary, although the cited research deals with PI control,
there is still a gap between Single-Input Single-Output (SISO) design
of PI regulators with fixed-parameters and the design of centralized
Multiple-Input Multiple-Output (MIMO) adaptive controllers. Although
the former remains the standard for controlling MIMO systems [26] it
may not achieve the desired performance and robustness for a strongly-
coupled uncertain MIMO process. The latter one is well suited to
applications where coupling and uncertainty is present but usually
requires a more complex design and is difficult to be implemented in
practice, due to the need of high-capacity communication infrastruc-
tures. Motivated by these considerations, the aim of this paper is to
bridge this gap by proposing a SISO design approach for PI regulators
2

with fixed-parameters which, retaining the simplicity of the procedure, m
guarantees robustness to parameters uncertainty by accounting for a
detailed MIMO model of the process. Moreover, differently from the
described papers, the proposed method allows to achieve a desired
control performance. In the proposed control scheme, each DER is
equipped with two PI regulators which control, respectively, the DER
active power and the voltage at the node of connection to the ADN. The
design is based on a square MIMO model of the ADN with coupling
dynamics causing interactions among control loops. The analysis of
these interactions is developed using the Relative Gain Array (RGA)
and demonstrates that the active power control loops are decoupled
whereas the voltage control loops are strongly coupled. Hence the PI
of the active power control loop is independently designed for the
corresponding diagonal element of the MIMO model. To retain an inde-
pendent and easy design also for the PI of the voltage control loop, the
Effective Open Transfer Function (EOTF) method [26,27] is employed.
Using this method, the MIMO voltage subsystem is converted into
several equivalent single loops and then the PI are designed for these
single loops. In such a way, the complexity in the design is avoided even
in presence of a large number of DERs. The presented SISO procedure
guarantees robust performance and stability in spite of interactions
among the control loops of each DER and of parameters uncertainty
in the MIMO model. Summarizing, the main features of the proposed
method, compared with the existing studies, are

• Develop an independent SISO design of local voltage and active-
power PI regulators with fixed-parameters using the concept of
Effective Transfer Function.

• Present a square MIMO model of the ADN oriented to voltage and
active power control of a DER..

• Analyze the internal and external interactions among voltage and
active-power control loops which are commonly neglected by
most techniques.

• Study the control system robustness and performance in presence
of model parameters uncertainty and disturbances.

• Obtain simple control laws whose implementation is oriented to
existing ADNs because it does not need additional communication
infrastructures.

The rest of this paper is organized as follows. Section 2 illustrates
the modeling of the ADN. The design of the local PI controllers is
presented in Section 3. Section 4 shows the simulation results. Section 5
summarizes the paper and draws the conclusions.

2. Models

The typical configuration of an ADN is radial with feeders; it is
supplied by a slack bus at higher voltage level through a substation
transformer. The total number of DERs is denoted by 𝓁; the integer
𝑚𝑗 represents the number of the network node which the 𝑗th DER is
onnected to. Hereafter the model of the DER and of the Distribution
etwork (DN) without DERs are firstly described and then combined

o obtain the overall model of the ADN.

.1. DER

The DER is composed of a RES, that may include also an Energy
torage System (ESS). Small-sized RES conversion systems are typically
onnected to a DC bus which is interfaced to the network by an inverter,
amely a Voltage Source Converter (VSC); in the remainder such a con-
iguration is assumed. The VSC is synchronized to the voltage network
y a Phase Lock Loop (PLL). The commands to be sent to the VSC are
eferences expressed as components in the 𝑑𝑞 frame; they refer to the
SC voltages or currents according to whether the VSC is equipped
ith voltage or current control loops. In practical applications, the
oltage control solution is not adopted because it does not guarantee
hat the inverter currents are limited and, consequently, overcurrents

ay be generated [28]. Then, the most widely adopted configuration is
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the current-controlled VSC, whichever the type of the RES conversion
system connected to the DC bus. Such a configuration allows to achieve
fast action by DERs. The resulting responsiveness of DER control is
much higher than the one of traditional voltage regulating devices and
the related interaction can then be neglected [14,29].

Referring to the 𝑗th DER, the current-controlled VSC can be modeled
by its closed-loop dynamics modeled with SISO or Two-Inputs Two-
Outputs (TITO) model [19,30,31]. If the VSC is equipped with an L-type
output filter, it is possible to lump the filter’s parameters in those of
the lines connected to the VSC. In our paper, the current reference
values 𝑢𝑗𝑑 , 𝑢𝑗𝑞 are the inputs and the actual currents 𝑖𝑗𝑑 , 𝑖𝑗𝑞 injected
y the DER into the network the outputs. The electrical quantities are
epresented by their components in the 𝑑 − 𝑞 coordinate frame which
s synchronized with the network voltage 𝑣𝑚𝑗

. According to [5], the
following TITO model is adopted
(

𝑖𝑗𝑑 𝑖𝑗𝑞
)T = 𝐆𝑗 (𝑠)

(

𝑢𝑗𝑑 𝑢𝑗𝑞
)T (1)

where the transfer functions matrix 𝐆𝑗 (𝑠) is expressed by

𝐆𝑗 (𝑠) =

⎛

⎜

⎜

⎜

⎜

⎝

1
1 + 𝑠 𝜏𝑗𝑑

−𝑘𝑗1 𝑠
(1 + 𝑠 𝜏𝑗1)(1 + 𝑠 𝜏𝑗2)

𝑘𝑗2 𝑠
(1 + 𝑠 𝜏𝑗3)(1 + 𝑠 𝜏𝑗4)

1
1 + 𝑠 𝜏𝑗𝑞

⎞

⎟

⎟

⎟

⎟

⎠

𝑗 = 1,…𝓁 (2)

In (2), the diagonal transfer functions model the dynamics along the
𝑑 − 𝑞 axes, while the off-diagonal transfer functions the cross-coupling
dynamics. These latter dynamics are relevant in the case of a DER
connected to a weak distribution network [32].

Assuming to use per unit (p.u.) quantities, the active and reactive
owers (𝑝𝑗 , 𝑞𝑗) injected by the VSC are

𝑗 = 𝑣𝑚𝑗
𝑖𝑗𝑑 𝑞𝑗 = 𝑣𝑚𝑗

𝑖𝑗𝑞 (3)

he linearization of (3) around an initial operating point yields the
ariational model

𝑝𝑗 = 𝑣0𝑚𝑗
𝛥𝑖𝑗𝑑 + 𝑖0𝑗𝑑 𝛥𝑣𝑚𝑗

𝑞𝑗 = 𝑣0𝑚𝑗
𝛥𝑖𝑗𝑞 + 𝑖0𝑗𝑞 𝛥𝑣𝑚𝑗

(4)

here the operating point is denoted by subscript ‘‘0’’ and deviations
round the operating point are demonstrated by the prefix ‘‘𝛥’’.

Considering all the 𝓁 DERs connected to the network, models (1)
an be written in compact form as

= 𝐆(𝑠) 𝒖 (5)

ith

𝒊 =
(

𝑖1𝑑 𝑖1𝑞 … 𝑖𝓁𝑑 𝑖𝓁𝑞
)T

𝒖 =
(

𝑢1𝑑 𝑢1𝑞 … 𝑢𝓁𝑑 𝑢𝓁𝑞
)T

(𝑠) = diag{𝐆𝑗 (𝑠)} (6)

nd models (4) as

𝒑 = 𝑽 0 𝛥𝒊𝑑 + 𝐈0𝑑 𝛥𝒗
𝒒 = 𝑽 0 𝛥𝒊𝑞 + 𝐈0𝑞 𝛥𝒗

(7)

here

𝒊𝑑 = (𝑖1𝑑 … 𝑖𝓁𝑑 )T 𝒊𝑞 = (𝑖1𝑞 … 𝑖𝓁𝑞)T 𝒗 = (𝑣𝑚1
… 𝑣𝑚𝓁

)T

𝒑 = (𝑝1 … 𝑝𝓁)T 𝒒 = (𝑞1 … 𝑞𝓁)T

0
𝑑 = diag{𝒊0𝑑} 𝐈0𝑞 = diag{𝒊0𝑞} 𝑽 0 = diag{𝒗0}

nd for the generic vector 𝒙, upperscript 0 indicates its value in the
nitial operating point and 𝛥𝒙 its variation with respect to such an
nitial value.
3

.2. Distribution network

Steady-state operation of distribution network can be modeled by
ell-know DistFlow equations [33]. However, approximate linear mod-
ls are more adequate for decentralized control design [34]. Adopting
he constrained Jacobian-based method proposed in [35,36], the fol-
owing variational model expressed with respect to an initial operating
oint of the network can be written

𝒗2 = Γ𝑃 𝛥𝒑 + Γ𝑄 𝛥𝒒 (8)

where 𝛥𝒗2 =
(

𝛥𝑣2𝑚1
…𝛥𝑣2𝑚𝓁

)

and Γ𝑃 , Γ𝑄 are sensitivity square matrices
of dimension 𝓁 × 𝓁. Model (8) relates the variations of the squared
voltages at the DER connection nodes to the variations of the active
and the reactive powers injected by each DER.

It is important to point out that the elements of the sensitivity
matrices are evaluated in a given operating condition of the ADN
and assuming that the line parameters of the distribution network are
exactly known. Hence, operating conditions different (unknown) from
the initial one as well as not exactly knowledge of the line parameters
lead to uncertainty in the elements of Γ𝑃 and Γ𝑄.

.3. ADN

Substituting (7) for 𝛥𝒑 and 𝛥𝒒 in (8) and linearizing yields

𝑽 0𝛥𝒗 = 𝑽 0𝛥𝒗Γ𝑃

(

𝑽 0 𝛥𝒊𝑑 + 𝐈0𝑑 𝛥𝒗
)

+

Γ𝑄

(

𝑽 0 𝛥𝒊𝑞 + 𝐈0𝑞 𝛥𝒗
)

(9)

y solving (9) with respect to 𝛥𝒗 it is obtained

𝒗 = 𝐀𝑑 𝛥𝒊𝑑 + 𝐀𝑞 𝛥𝒊𝑞 (10)

here

𝑑 = 𝐀−1 Γ𝑃 𝑽 0 𝐀𝑞 = 𝐀−1 Γ𝑄 𝑽 0 (11)

ith

= 2𝑽 0 − Γ𝑃 𝐈0𝑑 − Γ𝑄 𝐈0𝑞
ventually, the substitution of (10) in the first of (7) yields

𝒑 = 𝐁𝑑 𝛥𝒊𝑑 + 𝐁𝑞 𝛥𝒊𝑞 (12)

here

𝑑 = 𝑽 0 + 𝐈0𝑑 𝐀𝑑 𝐁𝑞 = 𝐈0𝑑 𝐀𝑞 (13)

ombining (10) and (12) in a single matrix expression gives

𝒚 = 𝐓𝛥𝒊 (14)

ith

=
(

𝒚1 𝒚2 … 𝒚𝓁
)

T =
(

𝑝1 𝑣𝑚1
𝑝2 𝑣𝑚2

… 𝑝𝓁 𝑣𝑚𝓁

)

T

=
(

𝒊1 𝒊2 … 𝒊𝓁
)

T =
(

𝑖1𝑑 𝑖1𝑞 𝑖2𝑑 𝑖2𝑞 … 𝑖𝓁𝑑 𝑖𝓁𝑞
)

T
(15)

and 𝐓 a 2𝓁 × 2𝓁 matrix built using the 𝓁 × 𝓁 matrices 𝐀𝑑 , 𝐀𝑞 , 𝐁𝑑 ,
𝐁𝑞 . In particular, for 𝑖 = 1,… ,𝓁, the (2𝑖 − 1)th row of 𝐓 is obtained
by alternating the elements of the 𝑖th row of 𝐁𝑑 and 𝐁𝑞 , respectively;
conversely, the (2𝑖)th row of 𝐓 is obtained by alternating the elements
of the 𝑖th row of 𝐀𝑑 and 𝐀𝑞 , respectively.

We calculate matrix 𝐓 in model (14) assuming that null currents
and powers are injected by DERs into the ADN (𝒊0 = 𝟎). Therefore

𝒚 = 𝒚0 + 𝐓 𝒊 (16)

where 𝒚0 =
(

0 𝑣0𝑚1
0 𝑣0𝑚1

… 0 𝑣0𝑚𝓁

)

T represents a voltage bias.
Substituting (5) into (16) yields the following final model

𝒚 = 𝒚0 + 𝐏(𝑠) 𝒖 with 𝐏(𝑠) = 𝐓𝐆(𝑠) (17)

where 𝐏(𝑠) is the square MIMO model of the system with 2𝓁 inputs and
outputs. Moreover 𝐏(0) = 𝐓𝐆(0) = 𝐓, see (2) and (6), where 𝐏(0) is the

matrix that represents the steady-state (𝜔 = 0) model.



International Journal of Electrical Power and Energy Systems 152 (2023) 109264G. Fusco et al.

3

i
a
F
a

(
s
o

o
w
a
c
i

p
u
t
i

𝐓

h

t
s
s

t
m
A

Λ

T
p

m
A

Λ

a
m

Fig. 1. LV ADN under study.

. Proposed controllers design

In this section an independent SISO design of robust PI regulators
s developed to control active power and voltage at all nodes where

DER is connected. Without loss of generality, the ADN depicted in
ig. 1 is considered. Nevertheless, applying the proposed procedure to
ny ADN with more feeders and DERs is straight-forward.

A 250 kVA 20/0.4 kV transformer, connected to the MV busbar
slack bus), supplies the LV substation busbar (node 2), from which a
ingle LV feeder with three laterals departs. The electrical parameters
f the lines are derived from the ones of existing LV feeders.

The rated loading of the feeder is equal to 39.0 kW and 66 kVAR
f reactive power. The rated power of each DER is equal to 20 kW,
hereas the reactive power can be varied in the range ±15 kVAR, with
25 kVA VSC featuring a rectangular capability chart. All DERs are

onnected to the distribution system through a 25 kVA transformer and
nclude an AC filter equipped with 4 kVAR capacitor.

The assumed operating condition of the ADN is the following: null
ower injections of DERs; 70% loading conditions and balanced loads;
nitary per-unit values for both voltage at the slack node and ratio of
he substation transformer. Based on this operating condition, matrix 𝐓
s as follows:

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1.0184 0.0070 0.0086 0.0050 0.0185 0.0071
0.0368 0.0140 0.0172 0.0100 0.0370 0.0142
0.0087 0.0051 1.0201 0.0067 0.0087 0.0051
0.0174 0.0101 0.0401 0.0133 0.0175 0.0102
0.0184 0.0070 0.0086 0.0050 1.0277 0.0083
0.0367 0.0140 0.0172 0.0100 0.0555 0.0167

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(18)

Concerning the nominal parameter values of matrices 𝐆𝑗 (𝑠), they
ave been set equal to:

𝜏1𝑑 𝜏1𝑞 𝜏11 𝜏12 𝜏13 𝜏14 𝑘11 𝑘12
0.012 0.0118 0.014 0.0132 0.0168 0.0158 2 10−5 2.2 10−4

𝜏2𝑑 𝜏2𝑞 𝜏21 𝜏22 𝜏23 𝜏24 𝑘21 𝑘22
0.0113 0.0127 0.017 0.0136 0.0204 0.016 3 10−5 3.2 10−4

𝜏3𝑑 𝜏3𝑞 𝜏31 𝜏32 𝜏33 𝜏34 𝑘31 𝑘32
0.014 0.0124 0.016 0.013 0.0192 0.0168 2.4 10−5 2.6 10−4

(19)

According to model (17), matrices 𝐓 and 𝐆(𝑠) are then employed
o form the nominal plant 𝐏𝑛𝑜𝑚(𝑠) = [𝑃𝑖𝑗,𝑛(𝑠)] (𝑖, 𝑗 = 1, 2,… , 6), where
ubscript 𝑛 stands for nominal. The system is then a square MIMO with
ix inputs and outputs.

Now, let us address the problem of input–output pairing which is
he first step to design SISO controllers. To take this step, one of the
ost popular tool to quantify the system interaction is the Relative Gain
rray (RGA) which is a matrix of relative gains Λ defined as [37]:

= 𝐏(0)⊗ (𝐏(0)−1)T (20)

he operator ⊗ denotes element-by-element multiplication or Schur
roduct.

In our case Eq. (20) becomes Λ = 𝐓 ⊗ (𝐓−1)T. Hence the use of
atrix 𝐓 in (18) leads to the following RGA matrix of the considered
DN
4

𝑢1𝑑 𝑢1𝑞 𝑢2𝑑 𝑢2𝑞 𝑢3𝑑 𝑢3𝑞

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

𝟏.𝟎𝟏𝟖𝟒 −0.0259 | 0 0.0076 | 0 0
−0.0184 𝟕.𝟗𝟔𝟖𝟏 | 0 −1.2224 | 0 −5.7257
− − −− − − −− − − −− − − −− − − −− − − −−

0 0.0102 | 𝟏.𝟎𝟐𝟎𝟏 −0.0303 | 0 0
0 −1.1986 | −0.0201 𝟐.𝟐𝟏𝟖𝟕 | 0 0

− − −− − − −− − − −− − − −− − − −− − − −−
0 0.0271 | 0 0.073 | 𝟏.𝟎𝟐𝟕𝟕 −0.0622
0 −5.7809 | 0 0.0208 | −0.0277 𝟔.𝟕𝟖𝟕𝟗

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

𝑝1
𝑣𝑚1

𝑝2
𝑣𝑚2

𝑝3
𝑣𝑚3

It can be observed that Λ has elements greater or about equal to
one on the main diagonal while the off-diagonal elements are negative,
or null, or positive and small. Hence according to the meaning of
the RGA elements, the selected pairing is (𝑝𝑗 − 𝑢𝑗𝑑 ) and (𝑣𝑚𝑗

− 𝑢𝑗𝑞),
𝑗 = 1, 2, 3. Moreover, since pairings (𝑝𝑗 − 𝑢𝑗𝑑 ) are characterized by
elements of matrix Λ about equal to one, any active-power control loop
is decoupled from the rest of the system and can be treated as a SISO
subsystem.

It is worth noting that, for any DER, there are two sources of
interactions. The former is caused since two control loops (voltage
and active power) exist (internal interaction). The latter is an external
interaction caused by other DERs.

How it can be easily recognized form Λ, the internal interaction of
any DER is low, pairings (𝑣𝑚𝑗 − 𝑢𝑗𝑑 ) and (𝑝𝑗 − 𝑢𝑗𝑞). On the contrary,
it is present external interaction between the voltage control loops. In
particular, interaction is present between DER1 and the others two,
pairings (𝑣𝑚1 − 𝑢2𝑞) and (𝑣𝑚1 − 𝑢3𝑞); DER2 interacts with DER1, pairing
(𝑣𝑚2 − 𝑢1𝑞); DER3 with DER1 and weakly with DER2, pairings (𝑣𝑚3 − 𝑢1𝑞)
and (𝑣𝑚3 − 𝑢2𝑞), respectively. Hence voltage control loops are coupled.

As stated above, two control loops exist for any DER. The first
regulates the active power 𝑝𝑗 to the set-point 𝑝𝑗𝑑𝑒𝑠; the second regulates
𝑣𝑚𝑗 to 𝑣𝑗𝑑𝑒𝑠 and faces the problem to attenuate adverse effects of these
external disturbances caused by other DERs on the regulated voltage.
Concerning the set-points, 𝑝𝑗𝑑𝑒𝑠 is generally determined by the active
power optimization algorithm of each DER, which is strictly dependent
on the type of DER and accounts for the variable nature of renewable
energy sources (such as MPPT algorithm for PV systems) and for the
charging/discharging profile of the storage systems, that can account
also for additional service offered to the grid. Conversely, 𝑣𝑗𝑑𝑒𝑠 is
sent by the secondary voltage control, which is typically performed at
area/system level so as to optimize voltage profiles along the feeders.

Let 𝐂(𝑠) = diag{𝐶1𝑝(𝑠) 𝐶1𝑣(𝑠) 𝐶2𝑝(𝑠) 𝐶2𝑣(𝑠) 𝐶3𝑝(𝑠) 𝐶3𝑣(𝑠)} denote the
diagonal control matrix, where 𝐶𝑖𝑝(𝑠) and 𝐶𝑖𝑣(𝑠) are the active power
nd voltage controllers of the 𝑖th DER, respectively. 𝐂(𝑠) is designed to
eet the following requirements:

• R1: lim𝑡→∞ 𝒆 = (𝒆1 … 𝒆𝓁)T = 𝟎 with 𝒆𝑗 = (𝑒𝑗𝑝 𝑒𝑗𝑣) where 𝑒𝑗𝑝 =
𝑝𝑗𝑑𝑒𝑠 − 𝑝𝑗 and 𝑒𝑗𝑣 = 𝑣𝑗𝑑𝑒𝑠 − 𝑣𝑚𝑗 are the active power and voltage
regulation errors, respectively.

• R2: A desirable bandwidth pulse 𝜔−3𝑝, for the 𝑖th active-power
control loop.

• R3: Magnitude of the closed-loop frequency response |𝑊𝑖𝑣(𝚥 𝜔)| ≤
1 ∀𝜔 ≥ 0 for the 𝑖th voltage control loop.

• R4: A desirable disturbance attenuation level in the 𝑖th voltage
control loop.

• R5: Robust stability of the closed-loop system for all 𝐏(𝑠) ∈  (𝑠)
where  (𝑠) = {𝐏(𝑠)} is the set of all possible perturbed transfer
function matrices.

Based on the previous considerations, it is clear that the design of
any 𝐶𝑖𝑝(𝑠) can be developed independently from the design of all others
controllers. Hence, without loss of generality, attention is focused on
the design of the active power controller for DER1.

Using the stable nominal transfer function 𝑃11,𝑛(𝑠), the following
IMC controller

𝐶 𝑖𝑚𝑐
1𝑝 (𝑠) = 1 (21)
𝑃11(𝑠) (1 + 𝑠𝜆1𝑝)
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is designed which is robust against parameter uncertainty in 𝑃11(𝑠).
Then, the feedback controller is given by

𝐶1𝑝(𝑠) =
𝐶 𝑖𝑚𝑐
1𝑝 (𝑠)

1 − 𝐶 𝑖𝑚𝑐
1𝑝 (𝑠)𝑃11(𝑠)

(22)

hich gives the following nominal closed-loop transfer function

1𝑝,𝑛(𝑠) =
1
𝜆1𝑝

1
(𝑠 + 1∕𝜆1𝑝)

(23)

Now, from (23) it results that 𝜆−11𝑝 = 𝜔−3𝑝; it is then possible to
ulfill requirement R2 by assigning an appropriate value to 𝜆1𝑝. To

this aim, since the bandwidth of the 𝑖1𝑑 current control closed-loop is
equal to 1∕𝜏1𝑑 = 1∕0.012 = 83 rad/s, see (19), it is advisable to choice
𝜔−3𝑝 ≪ 83 rad/s. Imposing 𝜔−3𝑝 = 0.5 rad/s it obtains 𝜆1𝑝 = 2. With
his choice, the settling time 𝑡𝑠 to the step response of the active-power
losed-loop is about equal to 8 s (𝑡𝑠 ≈ 4∕𝜔−3𝑝).

Employing (21) in (22) leads to the following expression

1𝑝(𝑠) = 0.0058913
(𝑠 + 83.34)

𝑠
which is indeed a PI controller that satisfies also requirement R1.

The same design procedure is repeated for DER2 and DER3 starting
rom the nominal transfer functions 𝑃33,𝑛(𝑠) and 𝑃55,𝑛(𝑠), respectively.

Imposing 𝜆2𝑝 = 𝜆3𝑝 = 2, at the end of the design the following transfer
functions have been obtained:

𝐶2𝑝(𝑠) = 0.0055385
(𝑠 + 88.5)

𝑠
𝐶3𝑝(𝑠) = 0.0068105

(𝑠 + 71.44)
𝑠

Moving to the problem of voltage controller design, as previously
vidences, each DER interacts with the two other ones. However, it
s still possible to develop a design for each DER without a priori
nformation of the other voltage controllers, that is an independent
ISO design. It is accomplished by employing the method of the EOTF
o take into account the loop interaction [26,27].

To this aim, let the following MIMO sub-system be considered

𝑣(𝑠) =
⎛

⎜

⎜

⎝

𝑃22,𝑛(𝑠) 𝑃24,𝑛(𝑠) 𝑃26,𝑛(𝑠)
𝑃42,𝑛(𝑠) 𝑃44,𝑛(𝑠) 𝑃46,𝑛(𝑠)
𝑃62,𝑛(𝑠) 𝑃64,𝑛(𝑠) 𝑃66,𝑛(𝑠)

⎞

⎟

⎟

⎠

which is obtained by extracting from 𝐏𝑛𝑜𝑚(𝑠) the transfer functions
orresponding to the pairings (𝑣𝑚𝑗 − 𝑢𝑖𝑞) (𝑖, 𝑗 = 1, 2, 3), see matrix Λ.

The expression of the EOTF, 𝑃 eff
𝑖 (𝑠), employed in the design is given

by [26]

𝑃 eff
𝑖 (𝑠) =

𝑃𝑣,𝑖𝑖(𝑠)
𝐷𝑅𝐺𝐴𝑖𝑖(𝑠)

(24)

here 𝐷𝑅𝐺𝐴𝑖𝑖(𝑠) denotes the 𝑖th diagonal element of the Dynamic
elative Gain Array (DRGA) and is calculated by

𝑅𝐺𝐴𝑖𝑖(𝑠) = [𝐏𝑣(𝑠)⊗ (𝐏𝑣(𝑠)−1)T]𝑖𝑖

The physical meaning of the EOTF is now illustrated with reference
to DER1. The relation between 𝑢1𝑞 and 𝑣𝑚1, with the others two voltage
control loops closed, can be expressed as follows

𝑣𝑚1=

[

𝑃𝑣,11(𝑠) − �̄�1𝑟(𝑠)�̃�1𝑣(𝑠)
(

𝐈2×2 + �̄�1𝑣(𝑠) �̃�1𝑣(𝑠)
)−1

𝒑1𝑐 (𝑠)

]

𝑢1𝑞 (25)

see Fig. 2. In (25)�̃�1𝑣(𝑠) = diag{𝐶2𝑣(𝑠) 𝐶3𝑣(𝑠)}, �̄�1𝑣(𝑠) denotes a transfer
function matrix where both the first row and column are removed from
𝐏𝑣(𝑠), 𝒑1𝑟(𝑠) and 𝒑1𝑐 (𝑠) denote the first row and column vector of matrix
𝐏𝑣(𝑠) where 𝑃𝑣,11(𝑠) = 𝑃22,𝑛(𝑠) is discarded, respectively.

If the following approximation

𝐇1(𝚥 𝜔) = �̄�1𝑣(𝚥 𝜔) �̃�1𝑣(𝚥 𝜔)
(

𝐈2×2 + �̄�1𝑣(𝚥 𝜔) �̃�1𝑣(𝚥 𝜔)
)−1

≃ 𝐈2×2 (26)

holds in the frequencies range smaller than the cross-over frequency
𝜔𝑐 , then Eq. (25) can be reasonably simplified as follows

𝑣 =
(

𝑃 (𝑠) − �̄�1𝑟(𝑠) �̄�−1(𝑠)𝒑1𝑐
)

𝑢 = 𝑃 eff (𝑠) 𝑢
5

𝑚1 𝑣,11 1𝑣 1𝑞 𝑖 1𝑞
Fig. 2. Block scheme representation of the concept of EOTF for DER1.

which does not include knowledge of other controllers.
Condition (26) is fulfilled if 𝐶2𝑣(𝑠) and 𝐶3𝑣(𝑠) include an integral

ction and the gain of 𝐶2𝑣(𝑠) and 𝐶3𝑣(𝑠) is greater than that of 𝑃𝑣,22(𝑠)
nd 𝑃𝑣,33(𝑠), respectively.

Hence, the method of the EOTF allows to independently design
𝑖𝑣(𝑠) for model 𝑃 eff

𝑖 (𝑠) rather than 𝐏𝑣(𝑠), see Fig. 3.
Let now the design of 𝐶1𝑣(𝑠) be addressed. Since 𝑃 eff

1 (𝑠) obtained
y (24) shows a complicated dynamic form, it is necessary to reduce
he order of model. Any conventional reduction technique can be used
or this purpose. In this section, the Hankel-norm approximation with
alanced realization is applied to obtain the reduced model 𝑃 eff

1,𝑟 (𝑠).
To validate the adopted reduction technique, Fig. 4 shows that

eff
1,𝑟 (𝚥 𝜔) is fairly coincident with 𝑃 eff

1 (𝚥 𝜔) over the frequency range of
nterest.

The design of 𝐶1𝑣(𝑠) has to satisfy requirements R1, R3 and R34.
equirement R3 imposes that the step-response of the voltage con-

rol loop presents null overshoot. To fulfill R3 we use the following
xpression [38]

𝜑 ≥ 180 − 2
( 180

𝜋

)

cos−1
( 0.5
�̄�

)

which gives a relationship between the phase-margin 𝑚𝜑 and the circle
of magnitude constant �̄� of the closed-loop transfer function in the
Nichols chart. By imposing �̄� = 1 (no overshoot) it results 𝑚𝜑 ≥ 60◦.

As concerns requirement R4, let

𝑀1𝑣(𝑠) =
1

1 + 𝐶1𝑣(𝑠)𝑃 eff
11,𝑟(𝑠)

(27)

efine the transfer function from the disturbance 𝑑1 to the system
utput 𝑣𝑚1, i.e., 𝑉𝑚1(𝑠) = 𝑀1𝑣(𝑠)𝐷1(𝑠), see Fig. 3. Requirement R4 is
hen formulated as the following specification

𝑀1𝑣(𝚥 𝜔)| ≤ |𝐷𝐴𝐿(𝚥 𝜔)| ∀𝜔 ∈ 𝛺𝑣 = [0 𝜔−3𝑣] (28)

here

𝐴𝐿(𝚥 𝜔) =
𝚥 𝜔

4 + 𝚥 𝜔
(29)

is the considered disturbance attenuation level (DAL) and 𝜔−3,𝑣 is
the bandwidth pulse of the closed-loop system. The frequency bound
𝛺𝑣 in (28) has been selected to guarantee the desired DAL in the
frequencies range of interest.

The design of 𝐶1𝑣(𝑠) is then developed using the package pidTuner
with option ‘‘design domain’’: frequency of the Control Toolbox in Mat-
lab software. In particular, it is set 𝑚𝜑 = 84◦ and 𝜔−3𝑣 = 10 ≪
1∕𝜏1𝑞 = 84.7 rad/s. Having imposed 𝑚𝜑 = 84◦, it results that 𝜔𝑐 is
lightly smaller than 𝜔−3𝑣.

Using the plot of 𝑀1,𝑣(𝚥 𝜔) and 𝑊1𝑣(𝚥 𝜔) drawn in the package
pidTuner during the design phase, it is possible to find the expression
of 𝐶1𝑣(𝑠) that satisfies requirements R1, R3 and R4. It is obtained:

𝐶 (𝑠) = 2.241
(

1 + 1 )
1𝑣 3.769 10−4 𝑠
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Fig. 3. Multi-loop system (left) and equivalent SISO systems with effective open-loop transfer function (right).
Fig. 4. Bode diagram of 𝑃 eff
1 (𝚥 𝜔) (blue) and 𝑃 eff

1,𝑟 (𝚥 𝜔) (red) over the frequencies range of interest.
which is a PI controller. Concerning requirements R3 and R4, Figs. 5
and 6 graphically show the Bode diagram of |𝑊1𝑣,𝑛(𝚥 𝜔)| and the analysis
of the disturbance rejection at the output of the reduced effective open-
loop transfer function 𝑃 eff

11,𝑟(𝑠), respectively. It can be concluded that
requirements R3 and R4 are satisfied.

The same phase margin and bandwidth pulse are imposed in the de-
sign of 𝐶2𝑣(𝑠) and 𝐶3𝑣(𝑠). Hence, repeating the same design procedure,
from the package pidTuner it is obtained

𝐶2𝑣(𝑠) = 4.084
(

1 + 1
2.342 10−3 𝑠

)

𝐶 (𝑠) = 5.754
(

1 + 1 )
6

3𝑣 1.428 10−3 𝑠
From the analysis of Figs. 7 and 8 it is possible to state that require-
ment R3 is satisfied also for DER2 and DER3. Moreover, considering the
same disturbance attenuation level (29) and the same interval 𝛺𝑣, from
the analysis of Figs. 9 and 10 it is possible to conclude that requirement
R4 is fulfilled too.

Once 𝐂(𝑠) is designed, it is interesting to validate the approximation
expressed by condition (26). To this aim, Fig. 11 reports the Bode
diagram of 𝐇1(𝚥 𝜔). Since the cross-over frequency is about equal to
7 rad/s, it can be concluded that the approximation in (26) can be
reasonably considered valid. Same considerations can be repeated for
DER2 and DER3. In general, it is important to point out that the smaller
the frequency 𝜔 with respect to 𝜔𝑐 , the better the approximation
𝐇 (𝚥 𝜔) ≃ 𝐈 .
𝑖 5×5
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Fig. 5. Bode diagram of |𝑊1𝑣,𝑛(𝚥 𝜔)|.

Fig. 6. Sensitivity analysis for DER1 in the nominal case.

Fig. 7. Bode diagram of |𝑊2𝑣,𝑛(𝚥 𝜔)|.
7

Fig. 8. Bode diagram of |𝑊3𝑣,𝑛(𝚥 𝜔)|.

Fig. 9. Sensitivity analysis for DER2 in the nominal case.

Fig. 10. Sensitivity analysis for DER3 in the nominal case.
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Fig. 11. Bode diagram of 𝐇1(𝚥 𝜔).
To complete the illustration of the design procedure, it is necessary
o verify requirement R5. To this scope it is assumed that matrices 𝐓
nd 𝐆(𝑠) in model (17) may deviate from their nominal values. As
oncerns matrix 𝐓, it is worth reminding that, by assuming a given
nominal) operating condition of the ADN and the exact knowledge
f the line parameters, a couple of sensitivity matrices Γ𝑃 and Γ𝑄

is obtained, and consequently, a matrix 𝐓. Hence, for each operating
ondition different from the nominal one, a matrix 𝐓 different from that
eported in (18) is determined. Hereafter, the following variations are
onsidered: slack voltage from 0.95 to 1.05 p.u.; loads from 0.3 to 1.2
f their rated values; DER active powers from 0 to 20 kW and reactive
owers in the range ±15 kVAR. Moreover, it is assumed that parameters
𝑑𝑖 and 𝜏𝑞𝑖 of matrices 𝐆𝑗 (𝑠) may deviate up to ±20% from their nominal
alues listed in (19). Conversely, it is assumed that parameters 𝜏𝑗𝑖
𝑗 = 1, 2, 3, 𝑖 = 1, ..4), 𝑘𝑗1 and 𝑘𝑗2 are not affected by uncertainty. This
ssumption is acceptable because 𝐆𝑗 (0) = 𝐈 and the values of 𝑘𝑗1 and 𝑘𝑗2
re quite small. By combining all the considered sources of uncertainty,
family of transfer functions  (𝑠) is obtained, including 900 different
atrices 𝐏(𝑠) = 𝐓𝐆(𝑠).

For any plant 𝐏(𝑠) ∈  (𝑠), the following MIMO closed-loop matrix
s built

(𝑠) =
(

𝐈 + 𝐏(𝑠)𝐂(𝑠)
)−1 𝐏(𝑠)𝐂(𝑠)

and the corresponding largest pole computed. At the end of the proce-
dure a set of 900 poles is obtained whose plot is depicted in Fig. 12.
One can see that the requirement R5 is fulfilled.

Furthermore, to complete the analysis in presence of perturbed
plants, it is examined if requirements R2, R3 and R4 are fulfilled
in a robust sense. As concerns requirement R2, for each of the 900
perturbed plants 𝐏(𝑠), the transfer functions 𝑃11(𝑠) and 𝐶1𝑝(𝑠) are em-
ployed to form the closed-loop active power transfer functions 𝑊1𝑝(𝑠)
for DER1. Obviously, in forming 𝑊1𝑝(𝑠) there will be no cancellation
between 𝐶1𝑝(𝑠) and any of the 900 𝑃11(𝑠), except in the case of 𝑃11,𝑛(𝑠).
Afterwards, it is determined the worst case among the 900 𝑊1𝑝(𝑠)
and reported in Fig. 13. The same procedure is developed for DER2
and DER3 starting from 𝑃33(𝑠), 𝐶2𝑝(𝑠) and 𝑃55(𝑠), 𝐶3𝑝(𝑠), respectively,
and the corresponding results reported in Fig. 14 and Fig. 15, respec-
tively. From the analysis of these figures it is possible to affirm that
requirement R2 is robustly fulfilled.

Concerning the robust analysis in the case of requirements R3 and
R4, a matrix 𝐏𝑣(𝑠) has been built for each of the 900 perturbed plant
𝐏(𝑠). Subsequently, for each 𝐏 (𝑠), the reduced EOTFs 𝑃 eff (𝑠) have been
8

𝑣 𝑖𝑖,𝑟
determined as in (24), leading to 900 closed-loop transfer functions
𝑊𝑖𝑣(𝚥 𝜔) and 900 transfer functions 𝑀𝑖𝑣(𝚥 𝜔) for each DER. Fig. 16 shows
the Bode diagram of |𝑊𝑖𝑣(𝚥 𝜔)| in the worst case, while Fig. 17 depicts
the analysis of the disturbance rejection in the worst case, over the
frequency range of interest. From the analysis of these figures it can be
concluded that also requirements R3 and R4 are achieved in a robust
sense.

Finally, the following discussion evidences some aspects of the
proposed design. First, the design of 𝐶𝑖𝑣(𝑠) uses the reduced model
𝑃 𝑒𝑓𝑓
𝑖𝑟 (𝑠) of the EOTF 𝑃 𝑒𝑓𝑓

𝑖 (𝑠). If 𝑃 𝑒𝑓𝑓
𝑖 (𝑠) presents ℎ unstable poles, the

order of 𝑃 𝑒𝑓𝑓
𝑖,𝑟 (𝑠) must be at least equal to ℎ. Therefore, the order of

𝑃 𝑒𝑓𝑓
𝑖,𝑟 (𝑠) increases with respect to the case of all stable poles of 𝑃 𝑒𝑓𝑓

𝑖 (𝑠).
Consequently, the complexity of the controller 𝐶𝑖𝑣(𝑠) increases and its
implementation may result difficult. However in these cases, 𝐶𝑖𝑣(𝑠) can
always be approximated by a PI/PID based on the coefficient matching
method starting from the Maclaurin series expansion of 𝐶𝑖𝑣(𝑠), see
e.g. [39].

Second, the validity of the approximation (26) must be verified a
posteriori, that is once that all 𝐶𝑖𝑣(𝑠) have been designed and repeated
for each DER. If the approximation (26) should not be fulfilled, it is
necessary to repeat the design by slightly increasing the gain of all
𝐶𝑖𝑣(𝑠) till the approximation (26) is fulfilled.

Third, if there is no solution for the assigned requirements, these
latter ones should be redefined by the designer. Hence, the proposed
design procedure is repeated till the assigned requirements are fulfilled.

Fourth, in the case of installation of a new DER or structural changes
of the network topology, it is necessary to develop a new design.
The updated gains are sent by the DSO to the local controllers by
a low-capacity low-cost one-way communication, f.i. based on stan-
dard wireless mobile telecommunications technology. However, these
circumstances are rare and known in advance since they require a
planning activity by the DSO. On the contrary, during operation, if a
DER is switched off, no action is required (see next Section Case2 first
scenario).

4. Case studies and validation

The proposed control is tested for selected scenarios of two different
ADNs. In detail, Case1 considers as test system the ADN shown in
Fig. 1 that was used in Section 3 to illustrate the application of the
proposed design procedure. Case2 and Case3 consider a larger LV ADN

with three feeders, multiple sub-feeders, 36 nodes and nine DERs,



International Journal of Electrical Power and Energy Systems 152 (2023) 109264G. Fusco et al.
Fig. 12. Plot of the set formed by the largest pole of any of the 900 matrices 𝐖(𝑠). First set (top) and second set (buttom).
Fig. 13. Bode diagram of |𝑊1𝑝,𝑛(𝚥 𝜔)| and |𝑊1𝑝(𝚥 𝜔)| in the worst case.
9

Fig. 14. Bode diagram of |𝑊2𝑝,𝑛(𝚥 𝜔)| and |𝑊2𝑝(𝚥 𝜔)| in the worst case.
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Fig. 15. Bode diagram of |𝑊3𝑝,𝑛(𝚥 𝜔)| and |𝑊3𝑝(𝚥 𝜔)| in the worst case.
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Fig. 16. Bode diagrams of |𝑊1𝑣(𝚥 𝜔)|, |𝑊2𝑣(𝚥 𝜔)| and |𝑊3𝑣(𝚥 𝜔)| in the worst case.

Fig. 17. Sensitivity analysis: Bode diagram of |𝑀1𝑣(𝚥 𝜔)|, |𝑀2𝑣(𝚥 𝜔)| and |𝑀3𝑣(𝚥 𝜔)| in
he worst case.
10
espectively all PV systems in Case2 and four PV systems and five
ind Turbine Generators (WTGs) in Case3. In all the cases each DER

s equipped with a 20 kW–25 kVA VSC interfacing to the LV network;
owever, the various VSCs differ for their dynamics and consequently
resent different parameters of the transfer functions in (2). All the
imulations have been developed in PSCAD/EMTDC environment [40].
oncerning the DERs, the models available in the software library of
he PSCAD are used for the DC sources and for the PLLs, whereas the
urrent-controlled VSCs are simulated using the equivalent dynamic
verage-value model and the current controllers described in [41].
uantities in per unit are expressed on a 25 kVA power basis.
Case1 — Five scenarios are simulated and the obtained results are

ereafter reported and discussed, with the aim of giving evidence of
he fulfillment of the requirements R1–R5 by the design procedure
ccording to Section 3. The expression of the six regulators 𝐶𝑖𝑝(𝑠) and

𝐶𝑖𝑣(𝑠), 𝑖 = 1, 2, 3 are reported in Section 3. The starting operating
condition of the ADN assumes: slack voltage equal to 1.0 p.u., nodal
loads equal to 70% of their rated values, 𝑣𝑖𝑑𝑒𝑠 = 1 and solar irradiance
qual to 500 W∕m2. Then, all the simulated operating conditions differ
rom the nominal ones.

In the first scenario, 𝑝1𝑑𝑒𝑠 is subject to a step variation from 0.3 to
.4 p.u. at 𝑡 = 40 s. The aim is to analyze the interaction among the
ctive power control loops of the three DERs. From Fig. 18 it is apparent
hat interactions are not detectable, as expected from the RGA analysis
onducted in Section 3. The response of the active power control loop
f DER1 is smooth, with zero steady-state error and with a settling time
oherent with the assigned bandwidth pulse equal to 0.5 rad/s (see
equirements R1 and R2 in the previous paragraph).

In the second scenario, 𝑣3𝑑𝑒𝑠 is subject to a step variation from 1.00
o 1.002 p.u. at 𝑡 = 40 s. Fig. 19 reports the response of the three voltage
ontrol loops. It is apparent that, despite the mutual interactions among
he voltage control loops, the regulators guarantee system stability,
hereas at the same time 𝐶2𝑣(𝑠) and 𝐶3𝑣(𝑠) effectively counteracts the
ffects due to the regulation action of 𝐶1𝑣(𝑠). Concerning the response
f the voltage control loop of DER1, it is smooth, with zero steady-
tate error and null overshoot, thus confirming that requirements R1
nd R3 have been fulfilled. The mutual influence of DER3 on the other
ERs is contained: the voltage variations of DER1 and DER2 are limited
ithin about 0.0005 p.u. and 0.00025 p.u., respectively. The results of

his simulation validate the goodness of the proposed design procedure
eveloped for the reduced EOTF.

The third scenario reproduces the worst case studied in Section 3
nd reported in Fig. 16. In details, all loads are increased up to 120% of
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Fig. 18. Case1: first scenario. Time evolution of 𝑝1, 𝑝2 and 𝑝3 in response to a step change of 𝑝1𝑑𝑒𝑠 from 0.3 to 0.4 p.u. at 𝑡 = 40 s.
Fig. 19. Case1: second scenario. Time evolution of 𝑣𝑚1, 𝑣𝑚2 and 𝑣𝑚3 in response to a step change of 𝑣3𝑑𝑒𝑠 from 1.00 to 1.002 p.u. at 𝑡 = 40 s.
r
s
v
f

heir rated values, the slack bus voltage is equal to 0.95 p.u., the DER
ctive power set-points are equal to 0.1 p.u. and 𝑣1𝑑𝑒𝑠 = 0.9186 p.u.,
2𝑑𝑒𝑠 = 0.9279 p.u., 𝑣3𝑑𝑒𝑠0.912 p.u. At 𝑡 = 40 s 𝑣3𝑑𝑒𝑠 is subject to a step
ncrease from 0.912 to 0.914 p.u. Also in this new operating condition
𝑚1, 𝑣𝑚2 and 𝑣𝑚3 exhibit a smooth stable time evolution, see Fig. 20,
imilar to the one shown in the second scenario. This confirms that
he PI regulators are able to respond in the same way to the effects
aused by mutual interactions even in extremely different operating
onditions.

In the fourth scenario a measurement disturbance 𝑑1 represented
y a sinusoidal signal of amplitude 1.0 10−3 p.u. and pulse of 5 rad/s is
dded to the output of the voltage control loop of DER1. The choice of
he pulse equal to 5 rad/s is significant from the disturbance rejection
oint of view since it is near the bandwidth pulse of the voltage control
oop (𝜔1𝑣 = 10 rad/s). From Fig. 21 it can be observed that 𝑣𝑚1 is

sinusoidal with a peak value about equal to 2.98 10−4 p.u. Consequently

|𝑀1(𝚥 5)| =
2.98 10−4

1.0 10−3
= 0.298 < |𝐷𝐴𝐿(𝚥 5)| = 0.7809

Hence, the desired level of disturbance attenuation expressed by (28)
is robustly guaranteed as required by the control objective R4.
11
The fifth scenario simulates a variation of the slack voltage from 1
to 1.001 p.u. at 𝑡 = 40 s. As shown in Fig. 22 the controllers show a
quite similar quick reaction; voltages recover the imposed set-point in
few tenths of a second after the slack voltage variation is applied. It
is also evident that the response of each voltage control loop does not
affect the response of the two other ones.

Case2 — With reference to the larger ADN shown in Fig. 23, the
proposed procedure has been applied to design the PI regulators for
both active power and voltage of the 9 DERs of the same type as the
one of Case1. The results for two scenarios are reported hereafter.

The first scenario considers a voltage deviation of the slack bus from
1.0 to 1.005 p.u. at 𝑡 = 40 s and the disconnection of DER5 at 𝑡 = 50 s. As
eported in Fig. 24, voltages 𝑣𝑚4, 𝑣𝑚6 and 𝑣𝑚7 increase in response to the
lack voltage variation while decrease when DER5 is disconnected. All
oltages quickly recover to their voltage set-points, whereas 𝑣𝑚4 differs
rom 𝑣4𝑑𝑒𝑠 due to the saturation of 𝑢4𝑞 between 𝑡 = 40 s and 𝑡 = 50 s.

In the second scenario the value of the lines resistance is increased
by a 20% and a 3.96 kVAr load is suddenly connected at bus 7 at 𝑡 =
50 s. From Fig. 25, it is apparent that voltages 𝑣𝑚1, 𝑣𝑚2 and 𝑣𝑚3 robustly
reject the undesired effects due to uncertainty in the lines resistance
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Fig. 20. Case1: third scenario. Time evolution of 𝑣𝑚1, 𝑣𝑚2 and 𝑣𝑚3 in response to an increase of all loads by 20% (worst case) and to a change of 𝑣3𝑑𝑒𝑠 from 0.912 to 0.914 p.u.
at 𝑡 = 40 s.

Fig. 21. Case1: fourth scenario. Time evolution of 𝑣𝑚1 in response to a voltage disturbance 𝑑1 = 1.0 10−3 sin(5 𝑡) p.u applied at 𝑡 = 40 s in the voltage control loop of DER1.

Fig. 22. Case1: fifth scenario. Time evolution of 𝑣𝑚1, 𝑣𝑚2 and 𝑣𝑚3 in response to variation of the slack voltage from 1 to 1.001 p.u. at 𝑡 = 40 s.
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Fig. 23. LV ADN with 36 nodes and 9 DERs.
Fig. 24. Case2: first scenario. Time evolution of voltages 𝑣𝑚4, 𝑣𝑚6 and 𝑣𝑚7 in response to a slack voltage variation from 1.0 to 1.005 p.u. at 𝑡 = 40 s followed by the disconnection
f DER5 at 𝑡 = 50 s.
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nd to load insertion. The voltages recover the desired set-points in
bout 0.3 s.
Case3 — The aim of the simulation results presented hereafter is

o give evidence of the applicability of the proposed design procedure
o DERs with different renewable energy conversion systems and to
nalyze the performance of the control systems in response to large
oltage perturbations. In details, always with reference to the larger
DN shown in Fig. 23, DERs #1, 4, 5, 7 are PV systems whilst DERs
2, 3, 6, 8, 9 are 20 kW WTGs. Since all the DERs are interfaced to the
DN by the same type of VSC, the same PI regulators for both active
ower and voltage are adopted for each DER as the ones of Case2. To
ive a large voltage perturbation, at node #31 a 50 kW–25 kVAr load
s connected at 𝑡 = 40 s and then disconnected at 𝑡 = 50 s.

To give evidence of the effective response of the voltage controls,
ig. 26 reports the voltages 𝑣𝑚7, 𝑣𝑚8 and 𝑣𝑚9 which are related to the
ERs on the third feeder where the load variation takes place. Due to
13

n

he large load connection, the DERs reactive powers saturate and are
ot large enough to keep the voltages to the unitary set-point. After
he load disconnection, the voltages recover the starting unitary value.
he voltage variations are fast and smooth also in this case. Finally, it

s important to underline that all the reported simulations have been
un considering the ADNs in operating conditions different from the
ominal one, in which the ADN linear models have been calculated and
he PI regulators designed. Then, it can be stated that requirement R5 is
lways fulfilled, according to the analysis of robust stability presented
n Section 3.

. Conclusions

In this paper, a local PI robust control has been presented for voltage
nd active power of converter-based DERs using the 𝑑𝑞 current compo-
ents. A MIMO model has been proposed to represent the ADN. Each
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Fig. 25. Case2: second scenario. Time evolution of voltages 𝑣𝑚1, 𝑣𝑚2 and 𝑣𝑚3 in presence of increased line resistances by 20% and in response to a 3.96 kVAr load insertion at
bus 7 at 𝑡 = 50 s.
Fig. 26. Case3. Time evolution of voltages 𝑣𝑚7, 𝑣𝑚8 and 𝑣𝑚9 in response to a large load connection at 𝑡 = 40 s and disconnection at 𝑡 = 50 s.
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ER is equipped with two PI regulators independently designed using a
educed model which is obtained by applying the method of the EOTF.
he design guarantees robust performance and stability for a large
et of perturbed plants despite the presence of interactions between
ERs. Finally, results of numerical simulation studies are presented to
alidate the controller performance in the case of two different ADNs
nder different realistic scenarios. A future development of our research
ill concern the use of a consensus-based model predictive control
pproach to handle the presence of saturation and to optimally design
he control laws.
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