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Chapter 1

Energy-efficient design for doubly Massive
MIMO millimeter wave wireless systems

Stefano Buzzi and Carmen D’Andrea 1

1.1 Introduction

Future wireless networks are expected to provide huge performance improvements
compared to currently available systems [1]. Fifth generation (5G) and beyond wire-
less systems will support three different service classes, namely enhanced mobile
broadband (eMBB), massive machine-type communications (mMTC), and ultra-
reliable and low-latency communications (URLLC) [2]. The eMBB class will sup-
port stable connections with very high peak data rates; the mMTC will support a
massive number of Internet of Things (IoT) devices, which are only sporadically ac-
tive and send small data payloads, while. finally, URLLC will support low-latency
transmissions of small payloads with very high reliability from a limited set of ter-
minals, which are active according to patterns typically specifed by outside events.
Among the main factors that are at the foundation of 5G and beyond networks we
find: (a) the reduction in the size of the radio-cells, so that a larger area spectral
efficiency can be achieved; (b) the use of large-scale antenna arrays at the base sta-
tions (BSs), i.e., Massive multiple-input-multiple-output (MIMO) systems [3]; and
(c) the use of carrier frequencies in the range 10-100 GHz, a.k.a. millimeter waves
(mm-waves)2 [4]. Factor (a) is actually a trend that has been observed for some
decades, since the size of the radio cells has been progressively reduced over time
from one generation of cellular networks to the next one. Factor (b) has been consid-
ered starting from the fourth generation of wireless networks, and indeed the latest
Third Generation Partnership Project (3GPP) LTE releases already include the pos-
sibility to equip BSs with antenna arrays of up to 64 elements; this trend continues
in the 5G New Radio (5G-NR) standard, where fully-digital beamforming structures
are adopted. Finally, factor (c) is instead a more recent technology, since for decades
mmWaves have been considered as being unsuited for cellular wireless networks.

1The authors are with University of Cassino and Southern Latium, Italy and Consorzio Nazionale Interuni-
versitario per le Telecomunicazioni (CNIT); their work has been supported by Ministero dell’Istruzione
dell’Universita’ e della Ricerca (MIUR) though the program “Dipartimenti di Eccellenza 2018-2022” and
through the Progetti di Ricerca di Interesse Nazionale (PRIN) 2017 "LiquidEDGE" project.
2Even though mm-waves is a term that historically refers to the range 30-300 GHz, in the recent literature
about future wireless networks the term is used to refer to frequency above-6 GHz.
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1.1.1 State of the art
Focusing on the Massive MIMO technology, most of the research and experimental
work has traditionally considered its use at conventional cellular frequencies (e.g.
sub-6 GHz). Such a range of frequencies is generally denoted as microwave. In the
recent past, the combination of the Massive MIMO concept with the use of mm-
wave frequency bands has started being considered [5], [6]. For conventional sub-
6 GHz cellular systems it has been shown that equipping a BS with a very large
(> 100) number of antennas [3, 7, 8] significantly increases the network capacity,
mainly due to the capability of serving several users on the same frequency slot with
nearly orthogonal vector channels. In traditional Massive MIMO literature, while
the number of antennas at the BS grows large, the user device is usually assumed
to have only one or very few antennas. When moving to mm-wave, however, the
wavelength gets reduced, and, at least in principle, a large number of antennas can
be mounted not only on the BS, but also on the user device. As an example, at a
carrier frequency of 30 GHz the wavelength is 1 cm, and for a planar antenna array
with half-wavelength spacing, more than 180 antennas can be placed in an area as
large as a standard credit card. This leads to the concept of doubly Massive MIMO
system [6, 9], that is defined as a wireless communication system where the number
of antennas grows large at both the transmitter and the receiver.

While there are certainly a number of serious practical constraints – e.g.,
large power consumption, low efficiency of power amplifiers, hardware complex-
ity, analog-to-digital conversion and beamformer implementation – that currently
prevent the feasibility of the use of large scale antenna arrays at both sides of the
communication links, it is on the other hand believed that these are just technolog-
ical issues that will be solved or worked around in the near future. On the other
hand, since in Massive MIMO systems hardware complexity and energy consump-
tion issues may be problematic, fully digital (FD) beamforming, which requires one
radio-frequency (RF) chain for each antenna element, is very challenging; as a con-
sequence, recent research efforts have been devoted towards devising suboptimal,
lower complexity, beamforming structures [10]. Hybrid (HY) beamforming struc-
tures have been proposed, with a limited number (much smaller than the number
of antenna elements) of RF chains. The paper [11], as an instance, analyzes the
achievable rate for a MU-MIMO system with HY pre-coding and limited feedback;
it is therein shown that, for the case of single-path (i.e., rank-one) channels, HY pre-
coding structures achieve a spectral efficiency very close to that of a FD beamformer.
In [12], it is shown that a HY beamformer with twice as many RF chains as transmit-
ted data streams may exactly mimic an FD beamformer; the analysis neglects energy
efficiency issues, assumes perfect channel state information (CSI) and is limited to
either a single-user MIMO system or a MU-MIMO system with single-antenna re-
ceivers. The paper [13] proposes a new low-complexity post-coding structure, based
on switches rather than on analog phase shifters; the performance of this new struc-
ture is evaluated in a rather simple scenario, i.e., single-user MIMO system with a
limited number of transmit and receive antennas. The paper [14] focuses on sub-6
GHz frequencies and introduces a novel post-coding structure made of fixed (rather
than tunable) phase shifters and of switches, under the assumption that the receiver is
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equipped with a large array, while the transmitters have only one antenna. In [15], the
authors considers five different low-complexity decoding structures, all based on the
use of phase shifters and switches, and provide an analysis of the achievable spectral
efficiency along with estimates of the energy consumption of the proposed structures.
The paper [16] considers the issue of energy efficiency maximization in a downlink
Massive MIMO mm-wave systems by deriving an energy-efficient HY beamformer;
however, the paper considers the case in which the user terminals are equipped with
just one antenna, and this is a key assumption that is exploited to solve the consid-
ered optimization problems. Recently, paper [17] shows that the FD beamforming
with zero-forcing (ZF) beamforming at the BS outperforms low-complexity struc-
tures both in terms of spectral and energy efficiencies. This trend is also confirmed
in [18–20] where the FD beamforming is again considered as a possible candidate
technology in order to achieve high energy-efficiency at mmWave frequencies.

1.1.2 Chapter organization
This chapter focuses on the analysis of doubly Massive MIMO mm-wave systems,
proposing several beamforming structures and comparing them from the point of
view of the energy efficiency. In particular, a detailed description of doubly Mas-
sive MIMO systems at mm-waves is given highlighting the differences with respect
to massive MIMO systems operating at microwave frequencies. Some relevant use
cases where the use of doubly Massive MIMO systems may turn out to be extremely
useful are then discussed. Afterwards, building upon mm-wave channel models
available in the current literature, the clustered channel model is described. Two
main performance measures are defined, i.e., the achievable spectral efficiency (SE)
and the global energy efficiency (EE), that is defined as the ratio between the SE
and the total power consumption of the network. Beamforming structures are then
detailed for FD, HY and analog implementation, with emphasis on the power con-
sumption of each structure. An asymptotic analysis is performed in the limit of large
number of transmit and receive antennas, and SE expressions for the FD and analog
beamforming (AB) structures in this regime are derived. Using asymptotic formulas
for the large number of antennas regime, low-complexity power allocation strategies
aimed at the EE maximization are derived. In particular two different techniques are
described, one relying on the asymptotic expressions in the interference-free case,
and one relying on the interference-limited case. In both cases, the EE-maximing
power allocation is obtained by means of fractional programming techniques [21].
Numerical results are finally presented to corroborate the analysis and validate the
theoretical findings.
This chapter is organized as follows. Next section contains the description of doubly
Massive MIMO systems and the discussion of some relevant use cases. Section
1.3 reports the system model, the transceiver processing and the definition of the
performance measures. Section 1.4 details the considered beamforming structures,
while Section 1.5 derives the asymptotic SE expressions for the digital and analog
beamforming structures. Section 1.6 contains the EE-maximizing power allocation
strategies based on the derived asymptotic expressions, while Section 1.7 contains
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the discussion about the obtained numerical results. Finally, concluding remarks are
given in Section 1.8.

1.1.3 Notation
The following notation is used. The transpose, the inverse and the conjugate trans-
pose of a matrix A are denoted by AT , A−1 and AH , respectively. The square root
of the matrix A is denoted as A1/2. The trace and the determinant of the matrix A
are denoted as tr(A) and |A|, respectively. The magnitude of the complex scalar a
is denoted as |a|. The N-dimensional identity matrix is denoted as IN , the (N×M)-
dimensional matrix with all zero entries is denoted as 0N×M . The matrix contain-
ing the rows of A from the `-th to the `′-th and the columns from the m-th to the
m′ is denoted as A(`:`′,m:m′). The diagonal matrix obtained from scalars a1, . . . ,aN
is denoted by diag(a1, . . . ,aN). The statistical expectation operator is denoted as
E[·]; C N

(
µ,σ2

)
denotes a complex circularly symmetric Gaussian random vari-

able with mean µ and variance σ2 and U (a,b) denotes a random variable uniformly
distributed in the range [a,b].

1.2 Doubly Massive MIMO systems

The idea of using large scale antenna array was originally launched by Marzetta [7]
with reference to BSs. The paper showed that in the limit of a large number of BS
antennas small-scale fading effects vanish by virtue of channel hardening and fa-
vorable propagation effects. The former effect makes a fading channel behave as
deterministic and the latter makes the directions of two users channels asymptoti-
cally orthogonal. Consequently, plain channel-matched (CM) beamforming at the
BS permits serving several users on the same time-frequency resource slot with (ide-
ally) no interference, and the only left impairment is imperfect channel estimates
due to the fact that orthogonal pilots are limited and they must be re-used throughout
the network (this is the so-called pilot contamination). Recent research has shown
that pilot contamination represents a fundamental limit of Massive MIMO system
only if maximum ratio combining/precoding is considered [22], and that advanced
signal processing techniques can be used to mitigate this effect [23]. Reference [7]
considered a system where user devices were equipped with just one antenna. Fur-
ther studies have extended the Massive MIMO idea at microwave frequencies to the
case in which the user devices have multiple antennas, but this number is obviously
limited to few units. Indeed, at microwave frequencies the wavelength is in the order
of several centimeters, and it is thus difficult to pack many antennas on small-sized
user devices. At such frequencies, thus, Massive MIMO just refers to BSs. Things
are instead different at mm-waves, wherein multiple antennas are necessary first and
foremost to compensate for the increased path loss with respect to conventional sub-6
GHz frequencies [24,25]. The feasibility of communicating at a high rate in line-of-
sight (LOS), benefiting from the wide available bandwidth, also over long distances
has been exploited using high-gain directional antennas. Instead of deploying a huge
array at one side of the link, the same signal-to noise ratio (SNR) can be achieved
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by deploying substantially smaller arrays at both sides. The beamforming gains are
multiplied together, so, considering the downlink, instead of having 1000 antennas
at the transmitter to serve single-antenna receivers, we can have 100 antennas at the
transmitter and 10 antennas at the receivers. This also opens the door to explore
systems with massive arrays at both sides. This consideration leads to the concept of
doubly Massive MIMO system, firstly introduced in [6, 17], wherein the number of
antennas grows large at both sides of the communication link.

1.2.1 Differences with Massive MIMO at microwave frequencies
An understanding of the electromagnetic propagation is crucial when considering
Massive MIMO systems at mm-wave and microwave frequencies. The propagation
channels build on the same physics, but basic phenomena such as diffraction, atten-
uation, and Fresnel zones are substantially different [25]. Now, while at microwave
the use of hybrid beamformer brings an unavoidable performance degradation, at
mm-waves something different happens in the limiting regime of large number of
antennas by virtue of the different propagation mechanisms. In particular, in [24] it
has been shown that the use of large-scale antenna arrays at mm-wave has not an as
beneficial impact on the system multiplexing capabilities as it has at microwave fre-
quencies. In fact, the clustered structure of the mm-wave channel makes the purely
analog (beam-steering) beamforming optimal in a single-user scenario. Otherwise
stated, in a single-user link, the channel eigendirections associated to the largest
eigenvalues are just the beam-steering vectors corresponding to the arrival and de-
parture angles and associated with the predominant scatterers. This suggests that
pre-coding and post-coding simply requires pointing a beam towards the predomi-
nant scatterer at the transmitter and at the receiver, respectively. Additionally, the
availability of doubly Massive MIMO wireless links enables the generation of very
narrow beams, resulting in reduced co-channel interference to other users using the
same time-frequency resources. Another key difference between Massive MIMO at
mm-Waves with respect to microwave is the fact that the computational complexity
of channel estimation weakly depends on the number of antennas, especially for the
case in which analog (beam-steering) beamforming strategies are used [24, 25].

1.2.2 Use cases
The use of doubly Massive MIMO systems at mm-wave in the traditional vision
of cellular communication may be unfeasible due to practical constraints that pre-
vent the use of large antenna arrays on mobile handheld devices. However, dif-
ferent and realistic use-cases for doubly massive MIMO systems can be already
envisioned. Firstly, considering currently available technology, doubly Massive
MIMO mm-wave systems can be used for the vehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (V2I) communications. For example the authors of the paper [26]
consider Massive MIMO access points (APs) mounted on street lampposts spaced at
very short intervals and they compare the performance obtained with mm-wave and
microwave frequencies. The use of large antenna arrays at both sides of the com-
munications can be applied, again with currently available technology, in order to
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implement the wireless backhaul in a cellular network. Since mm-wave is also suit-
able for access links, an integrated access and backhaul (IAB) architecture for the
5G cellular networks, in which the same infrastructure and spectral resources will be
used for both access and backhaul links [27], can be realized.
Considering now emerging technologies that are not available in today’s networks
but have significant potential for future sixth-generation (6G) systems, the role of the
mm-waves and consequently of the doubly Massive MIMO systems will be crucial.
The market demands of 2030 and beyond will introduce new applications, with more
stringent requirements, in terms of ultra-high reliability, capacity, energy efficiency,
and low latency, which may saturate the capacity of traditional technologies for wire-
less systems and 6G will contribute to fill this gap [28]. Focusing on the capacity
requirements, reference [26] confirms that mm-wave Massive MIMO can deliver
Gbps data rates for next-generation wireless networks. The availability of such data
rates will allow the implementation of augmented reality (AR) and virtual reality
(VR) applications. AR and VR over wireless will become a key application in var-
ious use cases including, but not limited to, education, training, gaming, workspace
communication, and general entertainment. VR/AR applications will require large
amount of data-rate and extremely low-latency, so that the use of mm-wave can be
crucial both for large bandwidths but also for the high gain obtained from large ar-
rays at both the sides of the communication links. Other 6G applications that require
high data rate and very low latency are holographic telepresence and eHealth: these
applications can benefit from mm-wave and doubly Massive MIMO systems. An-
other interesting application of the doubly Massive MIMO systems can be in the
improving the indoor coverage. Network infrastructures operating in the mm-wave
spectrum will hardly provide indoor connectivity as high-frequency radio signals
cannot easily penetrate solid material. One solution to improve the indoor cover-
age using mm-wave can be the use of cell-free Massive MIMO systems [29,30] that
can be used in order to guarantee a good coverage for indoor users; some results on
cell-free mm-wave Massive MIMO systems can indeed be found in [31, 32].

1.3 System model

We focus on the downlink of a doubly Massive MIMO system at mm-wave. The
parameter NT denotes the number of antennas at the transmitter, and NR denotes the
number of antennas at the receiver3.

3For the sake of simplicity all the receivers are assumed to have the same number of antennas; however,
this hypothesis can be easily relaxed.
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Figure 1.1 The considered reference scenario.

1.3.1 The clustered channel model
The popular narrowband clustered mm-wave channel model is assumed to hold [33–
36]. The considered reference scenario for the clustered channel model is reported
in Fig. 1.1. The baseband equivalent of the propagation channel between the BS
and the generic receiver4 is thus represented by an (NR×NT)-dimensional matrix
expressed as5:

H = γ

Ncl

∑
i=1

Nray,i

∑
l=1

αi,l

√
L(ri,l)aR(φ

R
i,l)a

H
T (φ

T
i,l)+HLOS . (1.1)

In Eq. (1.1), it is implicitly assumed that the propagation environment is made
of Ncl scattering clusters, each of which contributes with Nray,i propagation paths,
i = 1, . . . ,Ncl, plus a possibly present LOS component. The parameters φ R

i,l and
φ T

i,l denote the angles of arrival and departure of the lth ray in the ith scatter-
ing cluster, respectively. The quantities αi,l and L(ri,l) are the complex path gain
and the attenuation associated to the (i, l)-th propagation path. The complex gain
αi,l ∼ C N (0,σ2

α,i), with σ2
α,i = 1 [33]. The vectors aR(φ

R
i,l) and aT(φ

T
i,l) represent

the normalized receive and transmit array responses evaluated at the correspond-
ing angles of arrival and departure; for an uniform linear array (ULA) with half-
wavelength inter-element spacing it holds

aT(φ
T
i,l) =

1√
NT

[
1 e− jπ sinφT

i,l . . . e− jπ(NT−1)sinφT
i,l
]T

. (1.2)

4For ease of notation, we omit, for the moment, the subscript ”k” to denote the BS to the k-th user channel
matrix.
5For the sake of ease of explanation, a frequency flat channel model us considered here. A wideband
channel model as in [11, 37] could however be also adopted.
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A similar expression can be also given for aR(φ
R
i,l). Finally,

γ =

√
NRNT

∑
Ncl
i=1 Nray,i

(1.3)

is a normalization factor ensuring that the received signal power scales linearly with
the product NRNT. With regard to the attenuation of the (i, l)-th path, we considered
the results of [38] for four different use-case scenarios: Urban Microcellular (UMi)
Open-Square, UMi Street-Canyon, Indoor Hotspot (InH) Office, and InH Shopping
Mall. Following [38], the attenuation of the (i, l)-th path is written in logarithmic
units as

L(ri,l)=−20log10

(
4π

λ

)
−10n

[
1−b+

bc
λ f0

]
log10

(
ri,l
)
−Xσ , (1.4)

with n the path loss exponent, Xσ the zero-mean, σ2-variance Gaussian-distributed
shadow fading term in logarithmic units, b a system parameter, and f0 a fixed ref-
erence frequency, the centroid of all the frequencies represented by the path loss
model. The values for all these parameters for each use-case scenario are reported in
Table 1.1.
Regarding the LOS component, denoting by φ R

LOS, φ T
LOS the arrival and departure

angles corresponding to the LOS link, it is assumed that

HLOS = ILOS(d)
√

NRNTL(d)e jθ aR(φ
R
LOS)a

H
T (φ

T
LOS) . (1.5)

In the above equation, θ ∼ U (0,2π), while ILOS(d) is a random variate indicating
if a LOS link exists between transmitter and receiver, with P̃ the probability that
ILOS(d) = 1. Denoting by P̃ the probability that ILOS(d) = 1, i.e., a LOS link exists,
we use the results in [38, 39]; for the UMi scenarios, we have:

P̃ = min
(

20
d
,1
)(

1− e−
d
39

)
+ e−

d
39 , (1.6)

while for the InH scenarios we have:

P̃ =


1 d ≤ 1.2,
e−(

d−1.2
4.7 ) 1.2 < d ≤ 6.5,

0.32e−(
d−6.5
32.6 ) d ≥ 6.5.

(1.7)

A detailed description of all the parameters needed for the generation of sample
realizations for the channel model of Eq. (1.1) is reported in [40].

1.3.2 Transmitter and receiver processing
Assume that M denotes the number of streams sent to each user in each signalling
interval6, and xk is the M-dimensional vector of the data symbols intended for the

6Otherwise stated, the BS transmits in each time-frequency slot MK data symbols.
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Table 1.1 Parameters for Path Loss Model [38]

Scenario Model Parameters
UMi Street Canyon LOS n = 1.98 ,σ = 3.1 dB ,b = 0

UMi Street Canyon NLOS n = 3.19 ,σ = 8.2 dB ,b = 0
UMi Open Square LOS n = 1.85 ,σ = 4.2 dB ,b = 0

UMi Open Square NLOS n = 2.89 ,σ = 7.1 dB ,b = 0
InH Indoor Office LOS n = 1.73 ,σ = 3.02 dB ,b = 0

InH Indoor Office NLOS n = 3.19 ,σ = 8.29 dB
b = 0.06 , f0 = 24.2 GHz

InH Shopping Mall LOS n = 1.73 ,σ = 2.01 dB ,b = 0
InH Shopping Mall NLOS n = 2.59 ,σ = 7.40 dB

b = 0.01 , f0 = 39.5 GHz

k-th user, with E
[
xkxH

k

]
= IM; the discrete-time signal transmitted by the BS can be

expressed as the NT-dimensional vector

s =
K

∑
`=1

Q`P
1/2
` x` , (1.8)

with Q` the (NT×M)-dimensional pre-coding matrix for the `-th user and P1/2
k =

diag
(√p`,1, . . . ,

√p`,M
)
, with p`,q is the downlink transmit power for the `-th user

in the q-th stream. The signal received by the generic k-th user is expressed as the
following NR-dimensional vector

yk = Hks+nk , (1.9)

with Hk representing the clustered channel (modeled as in Eq. (1.1)) from the BS
to the k-th user and nk is the NR-dimensional additive white Gaussian noise with
zero-mean independent and identically distributed (i.i.d.) entries with variance σ2

n .
Denoting by Dk the (NR×M)-dimensional post-coding matrix at the k-th user device,
the following M-dimensional vector is finally obtained:

rk = DH
k HkQkP1/2

k xk +
K

∑
`=1
6̀=k

DH
k HkQ`P

1/2
` x`+DH

k wk . (1.10)
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1.3.3 Performance measures
Two performance measures will be considered: the SE and the EE. The SE is mea-
sured in [bit/s/Hz], while the EE is measured in [bit/Joule] [41]. Assuming Gaussian
data symbols in (1.10), the SE is [42]7

SE =
K

∑
k=1

log2

∣∣∣IM +R−1
D,kDH

k HkQkPkQH
k HH

k Dk

∣∣∣ , (1.11)

wherein RD,k is the covariance matrix of the overall disturbance seen on the downlink
by the k-th user receiver, i.e.,

RD,k = σ
2
n DH

k Dk +
K

∑
`=1
6̀=k

DH
k HkQ`P`QH

` HH
k Dk . (1.12)

The EE is defined as

EE =
WSE

η

K

∑
k=1

M

∑
q=1

pk,q +PTX,c +KPRX,c

, (1.13)

where W is the system bandwidth, PTX,c is the amount of power consumed by the
transmitter circuitry, PRX,c is the amount of power consumed by the receiver circuitry,
and η > 1 is a scalar coefficient modeling the power amplifier inefficiency [44]. The
cost due to signal processing at both the transmitter and the receiver is contained
in the terms PTX,c and PRX,c, which will be specified later for each beamforming
structure.

1.4 Beamforming structures

In the following, some beamforming pre-coding and post-coding structures are de-
scribed, along with details on their power consumption.

1.4.1 Channel-matched, fully-digital (CM-FD) beamforming
Let Hk = UkΛΛΛkVH

k denote the singular-value-decomposition (SVD) of the matrix
Hk, and assume, without loss of generality, that the diagonal entries of ΛΛΛk are sorted
in descending order [45]. The k-th user pre-coding and post-coding matrices are
chosen as the columns of the matrices Vk and Uk, respectively, corresponding to the
M largest entries in the eigenvalue matrix ΛΛΛk, ∀k = 1, . . . ,K, i.e.,

QCM−FD
k = [vk,1 vk,2 . . . vk,M] ,

DCM−FD
k = [uk,1 uk,2 . . . uk,M] ,

(1.14)

where the column vectors uk,i and vk,i denote the i-th column of the matrices Uk and
Vk, respectively. In the perfect CSI case, the CM-FD beamforming is optimal in
7This expression represents the achievable SE only under the assumption of perfect CSI, that we assume
to hold in this chapter. Under the assumption of imperfect CSI, instead, it is possible to derive SE bounds,
as reported in [43].



“Chapter_Buzzi_DAndrea”
2020/3/2
page 11

Energy efficiency in doubly Massive MIMO millimeter wave wireless systems 11

the interference-free case, and tends to be optimal in the case in which the number
of antennas at the transmitter grows. The considered FD pre-coding architecture
requires a baseband digital precoder that adapts the M data streams to the NT transmit
antennas; then, for each antenna there is a digital-to-analog-converter (DAC), an RF
chain and a power amplifier (PA). At the receiver, a low noise amplifier (LNA), a
RF chain, an analog-to-digital converter (ADC) is required for each antenna, plus
a baseband digital combiner that combines the NR outputs of ADC to obtain the
soft estimate of the M trasmitted symbols. The amount of power consumed by the
transmitter circuitry can thus be expressed as

PTX,c = NT (PRFC +PDAC +PPA)+PBB , (1.15)

and the amount of power consumed by the receiver circuitry can be expressed as

PRX,c = NR (PRFC +PADC +PLNA)+PBB . (1.16)

In the above equations, PRFC = 40 mW [15] is the power consumed by the single
RF chain, PDAC = 110 mW [46] is the power consumed by each DAC, PADC = 200
mW [15] is the power consumed by each ADC, PPA = 16 mW [47] is the power
consumed by each PA, PLNA = 30 mW [15] is the power consumed by each LNA,
and PBB is the amount of power consumed by each baseband precoder/combiner;
assuming a CMOS implementation we have a power consumption of 243 mW [48].
The values of the power consumed by the each ADC present high variability in lit-
erature [15]. A conservative value is chosen since the literature does not refer to
commercial products and these values might be too optimistic with respect to the
final products. The values of the power consumption of each device considered in
this section are summarized in Table 1.2.

1.4.2 Partial zero-forcing, fully digital (PZF-FD) beamforming
Zero-forcing pre-coding nulls interference at the receiver through the constraint that
the k-th user pre-coding be such that the product H`Qk = 0NT×M for all ` 6= k. In order
to avoid a too severe noise enhancement, a partial zero-forcing approach is adopted
here, namely the columns of the pre-coding matrix Qk are required to be orthogonal
to the M (the number of transmitted data-streams to each user) right eigenvectors
of the channel H` corresponding to the largest eigenvalues of H`, for all ` 6= k. In
this way, the precoder orthogonalizes only to a M(K−1)-dimensional subspace and
nulls the most significant part of the interference. Formally, the precoder QPZF−FD

k
is obtained as the projection of the CM-FD precoder QCM−FD

k onto the orthogonal
complement of the subspace spanned by the M dominant right eigenvectors of the
channel matrices H1, . . . ,Hk−1,Hk+1, . . . ,HK . Otherwise stated,

QPZF−FD
k =

√
M

(
INT − ṼkVH

k

)
QCM−FD

k∥∥∥(INT − ṼkṼH
k

)
QCM−FD

k

∥∥∥
F

, (1.17)
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Figure 1.2 Block-scheme of a transceiver with HY digital/analog beamforming.

where Ṽk is a matrix containing M dominant eigenvectors associated to the non-zero
eigenvalues of the matrix

Vk = [V1(:,1 : M),V2(:,1 : M), . . . ,Vk−1(:,1 : M),Vk+1(:,1 : M), . . . ,VK(:,1 : M)]

and the factor
√

M allow us to maintain the same Frobenius norm of the precoders.
The post-coding matrix is such that

(
DPZF−FD

k

)H
=
(
HkQPZF−FD

k

)+
. Since the PZF-

FD beamforming requires a FD post-coding, its power consumption is the same as
that of the CM-FD beamformer.

1.4.3 Channel-matched, hybrid (CM-HY) beamforming
In order to avoid the use of the same number of RF chains as the number of anten-
nas, HY beamforming architectures have been proposed in literature; in particular,
denoting by NRF

T and NRF
R the number of RF chains available at the transmitter and

at the receiver, respectively, the k-th user pre-coding and post-coding matrices are
decomposed as follows:

QCM−HY
k = QRF

k QBB
k , DCM−HY

k = DRF
k DBB

k . (1.18)

In the above decomposition, the matrices QRF
k and DRF

k have dimensions (NT×NRF
T )

and (NR×NRF
R ), respectively, and their entries are constrained to have constant norm

(i.e., they are implemented through a network of phase-shifters8); the matrices QBB
k

and DBB
k , instead, have dimension (NRF

T ×M) and (NRF
R ×M), respectively, and their

entries are unconstrained complex numbers. A block-scheme of the architecture of
the HY transceiver is depicted in Fig. 1.2.

8The case of quantized phase-shifts is also considered in the literature, but it is neglected here for the sake
of simplicity.
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Algorithm 1 Block Coordinate Descent for Subspace Decomposition Algorithm for
Hybrid Beamforming

1: Initialize Imax and set i = 0
2: Set arbitrary QRF,0 and DRF,0
3: repeat

4: Update QBB,i+1 =
(

QH
RF,iQRF,i

)−1
QH

RF,iQ
opt

and DBB,i+1 =
(

DH
RF,iDRF,i

)−1
DH

RF,iD
opt

5: Set φi = QoptQH
BB,i+1

(
QBB,i+1QH

BB,i+1

)−1

and ψi = DoptDH
BB,i+1

(
DBB,i+1DH

BB,i+1

)−1

6: Update QRF,i =
1√
NT

e jφi

and DRF,i =
1√
NR

e jψi

7: Set i = i+1
8: until convergence or i = Imax

Now, designing an HY beamformer is tantamount to finding expressions for the ma-
trices QRF

k ,QBB
k ,DRF

k , and DBB
k , so that the FD beamforming matrices are approxi-

mated with the decomposition reported in Eq. (1.18). For the CM-HY beamforming,
the desired beamformers are the CM-FD matrices, and their approximation is here re-
alized by using the block coordinate descent for subspace decomposition (BCD-SD)
algorithm [49, 50]. Briefly, a block coordinate descent is an optimization algorithm
that successively minimizes along coordinate directions to find the minimum of a
function. At each iteration, the algorithm determines a coordinate block via a coor-
dinate selection rule, then minimizes over the corresponding coordinate hyperplane
while keeping fixed all other coordinates blocks. A line search along the coordinate
direction can be performed at the current iteration to determine the appropriate step
size [51]. The BCD-SD algorithm here used is briefly reported in Algorithm 1, with
Qopt = QCM−FD and Dopt = DCM−FD.
The amount of power consumed by the transmitter circuitry is [15]:

PTX,c = NRF
T (PRFC +PDAC +NTPPS)+NTPPA +PBB , (1.19)

and the amount of power consumed by the receiver circuitry is:

PRX,c = NRF
R (PRFC +PADC +NRPPS)+NRPLNA +PBB . (1.20)

Numerical values for the above quantities have already been given, except that for
PPS, the power consumed by each phase shifters, that is assumed to be 19.5 mW as
in [52].

1.4.4 Partial zero-forcing, hybrid (PZF-HY) beamforming
Similarly to what has been described in the previous subsection, also the PZF beam-
formers may be approximated through HY architectures. In this case, expressions for
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Figure 1.3 Block-scheme of a transceiver with AB.

the matrices QRF
k ,QBB

k ,DRF
k , and DBB

k are to be found, so that the PZF-FD beamform-
ing matrices are approximated as closely as possible. Also in this case the BCD-SD
algorithm can be used and the hybrid beamformers are evaluated following Algo-
rithm 1, with Qopt = QPZF−FD and Dopt = DPZF−FD.
The amount of power consumed by the transmitter circuitry of th PZF-HY beam-
formers is the same as that consumed by the CM-HY ones.

1.4.5 Fully analog beam-steering beamforming (AB)
Fully analog beamforming requires that the entries of the pre-coding and post-coding
matrices have a constant norm, the block-scheme of a transceiver with AB and M RF
chains at both sides of the communication link is reported in Fig. 1.3. Here, it is con-
sidered an even simpler structure by introducing a further constraint and assuming
that the columns of matrices Qk and Dk are unit-norm beam-steering vectors, i.e.,
the generic column of an N-dimensional beamformer is

a(φ) =
1√
N
[1 e− jkd sinφ . . . e− jkd(N−1)sinφ ] . (1.21)

Focusing on the generic k-th user, the columns of the matrix QAB
k are chosen as the

array responses corresponding to the departure angles in the channel model (1.1) as-
sociated to the M dominant paths. A similar choice is made for DAB

k , whose columns
contain the array responses corresponding to the M arrival angles associated to the
M dominant paths. In order to avoid self-interference, a further constraint is added in
the choice of the dominant paths to ensure that the angles of departure (arrival) of the
selected paths are spaced of at least 5 deg. Note that for large values of NT and NR
the array responses of the transmitter and receiver, corresponding to the departure
and arrival angles associated to the dominant propagation path, become concident
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Table 1.2 Power consumption of each device [17]

Name Value Device Reference
PRFC 40 mW RF chain [15]
PDAC 110 mW DAC [46]
PADC 200 mW ADC [15]
PPA 16 mW PA [15]
PLNA 30 mW LNA [15]
PBB 243 mW Baseband beamformer [48]
PPS 19.5 mW Phase shifter [52]
Pelement 27 mW Element of the phased array [47]
η 2.66 PA inefficiency [53]

with dominant right and left singular vectors of the channel. This implies that the
AB beamforming structure (1.21) tends to become optimal. The amount of power
consumed by the transmitter circuitry is:

PTX,c = NRF
T (PRFC +NTPelement +PDAC) , (1.22)

and the amount of power consumed by the receiver circuitry is:

PRX,c = NRF
R (PRFC +NRPelement +PADC) , (1.23)

where Pelement = 27 mW [47] is the power consumed by each element of the phased
array.

1.5 Asymptotic SE analysis

1.5.1 CM-FD beamforming
In the large number of antennas regime, making the assumption that the set of arrival
and departure angles across clusters and users are different with probability 1, it read-
ily follows from the SVD expression of the channel that DH

k HkQ`→ ΛΛΛk,MVk,MQ`,
whenever k 6= `, where ΛΛΛk,M is an (M×M)−dimensional diagonal matrix containing
the M largest eigenvalues (denoted by λk,1, . . . ,λk,M) of the channel matrix Hk and
Vk,M is an (NT×M)-dimensional matrix containing the columns of Vk associated to
the eigenvalues in ΛΛΛk,M . Using the above limiting values, the asymptotic SE in Eq.
(1.11) can be expressed as

SE∼
K

∑
k=1

log2

∣∣∣∣∣∣∣IM+

σ2
n IM+

K

∑
`=1
6̀=k

ΛΛΛk,MVH
k,MQ`P`QH

` Vk,MΛΛΛ
H
k,M


−1

ΛΛΛk,MPkΛΛΛ
H
k,M

∣∣∣∣∣∣∣ . (1.24)

1.5.2 PZF-FD beamforming
For PZF-FD beamforming, using a similar approach as in Eq. (1.24) and the defini-
tion of the PZF-FD in Eq. (1.17), we can note that the product VH

k,MQ` is an all-zero
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matrix whenever k 6= `. As a consequence, RD,k ∼ σ2
n IM , and the asymptotic SE can

be shown to be written as9

SE∼
K

∑
k=1

log2

∣∣∣∣IM +
1

σ2
n

ΛΛΛk,MPkΛΛΛ
H
k,M

∣∣∣∣ . (1.25)

In order to explicitly show the dependence of the Eq. (1.25) on the number of an-
tennas, note that the squared moduli of the eigenvalues λk,i depend linearly on the
product NTNR. Otherwise stated, the following holds:

λk,q =
√

NTNR λ̃k,q , ∀ k = 1, . . . ,K, q = 1, . . . ,M , (1.26)

with λ̃k,q normalized eigenvalues independent of the number of transmit and receive
antennas. Using this definition Eq. (1.25) can be written as

SE∼
K

∑
k=1

M

∑
q=1

log2

(
1+NTNR pk,q

|λ̃k,q|2

σ2
n

)
. (1.27)

1.5.3 Analog beamforming
The case of AB pre-coding and post-coding is now considered. As a preliminary
step to the analysis, it is convenient to recall that the ULA response in Eq. (1.21) is
a unit-norm vector, and that the inner product between two ULA responses of length
P and corresponding to incidence angles φ1 and φ2 is written as

fP(φ1,φ2), aH(φ1)a(φ2) =
1
P

1− e jkd(sinφ1−sinφ2)P

1− e jkd(sinφ1−sinφ2)
. (1.28)

The above inner product, that is denoted by fP(φ1,φ2), has a magnitude that, for
large P, vanishes as 1/P, whenever φ1 6= φ2. Let us now write the channel matrix for
k-th user as

Hk = γk

N

∑
i=1

αk,iaR(φ
R
i,k)a

H
T (φ

T
i,k) = γkAk,RLkAH

k,T , (1.29)

namely the path-loss term has been lumped into the coefficients α·,·, and the sum-
mation over the clusters and the rays has been compressed in just one summa-
tion, with N = NclNray. Additionally, Ak,R is an (NR×N)-dimensional matrix con-
taining on its columns the vectors aR(φ

R
1,k), . . . ,aR(φ

R
N,k), Lk = diag(α1,k, . . . ,αN,k),

and Ak,T is an (NT×N)-dimensional matrix containing on its columns the vectors
aT(φ

T
1,k), . . . ,aT(φ

T
N,k)

10. It is also assumed, with no loss of generality, that the paths
are sorted in decreasing magnitude order, i.e., |α1,k| ≥ |α2,k| ≥ . . . ≥ |αN,k|. In the
following analysis, it is assumed that there are no collisions between arrival and de-
parture angles across users, an assumption that is usually verified unless there are
very close users.

9This is an asymptotic expression since the noise enhancement effect is neglected (that is a decreasing
function of NT) induced by the nulling of the interference.
10In order to avoid an heavy notation, it is here dropped the dependence of the matrices Ak,R and Ak,T on
the propagation paths arrival and departure angles, respectively.
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The analog post-coding and pre-coding matrices are written as

Dk = [aR(φ
R
1,k), . . . ,aR(φ

R
M,k)] ,

Qk = [aT(φ
T
1,k), . . . ,aT(φ

T
M,k)] ,

(1.30)

∀k, and they are actually submatrices of Ak,R and Ak,T, respectively. Define now
the following (M×N)-dimensional matrices: Fk,`,R , DH

k A`,R and Fk,`,T , QH
k A`,T.

Note that the (m,n)-th entry of the matrix Fk,`,T is fNT

(
φ T

m,k,φ
T
n,`

)
, while the (m,n)-

th entry of the matrix Fk,`,R is fNR

(
φ R

m,k,φ
R
n,`

)
. Equipped with this notation, the SE

in (1.11) can be now expressed as follows:

SE =
K

∑
k=1

log2

∣∣∣IM + γ
2
k R−1

D,kFk,k,RLkFH
k,k,TPkFk,k,TLH

k FH
k,k,R

∣∣∣ , (1.31)

with

RD,k = σ2
n DH

k Dk + γ2
k

K

∑
`=1
6̀=k

Fk,k,RLkFH
`,k,TP`F`,k,TLH

k FH
k,k,R . (1.32)

In order to have an asymptotic expression of Eq. (1.31) for a large number of anten-
nas, it can be noted that the (M×N)-dimensional matrix Fk,`,R is such that (a) for
k 6= ` all its entries have a norm that for large NR vanishes as 1/NR; while (b) for
k = ` the M entries on the main diagonal are equal to 1 while all the remaining terms
again vanish in norm as 1/NR. A similar statement also applies to the matrix Fk,`,T,
of course with entries vanishing as 1/NT. Accordingly, the following asymptotic
formulas can be proven.

(a) NT→+∞, finite NR: in this case the system becomes free from the interference
between different users and it is obtained

SE∼
K

∑
k=1

log2

∣∣∣∣IM +
γ2

k
σ2

n

(
DH

k Dk
)−1 Fk,k,RLkP̃k,NLH

k FH
k,k,R

∣∣∣∣ , (1.33)

where P̃k,N is a N-dimensional diagonal matrix defined as

P̃k,N = diag

pk,1, . . . , pk,M,0, . . . ,0︸ ︷︷ ︸
N−M

 . (1.34)

Note that in this case there is interference between different streams intended
for the same user.

(b) NR→+∞, finite NT: it holds now

SE∼
K

∑
k=1

log2

∣∣∣IM + γ
2
k R−1

D,k

(
LkFH

k,k,TPkFk,k,TLH
k
)
(1:M,1:M)

∣∣∣ , (1.35)

with RD,k = σ2
n IM + γ

2
k

K

∑
`=1
6̀=k

(
LkFH

`,k,TP`F`,k,TLH
k
)
(1:M,1:M)

.
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(c) NR,NT→ ∞: finally it holds

SE∼
K

∑
k=1

M

∑
q=1

log2

(
1+ pk,q

γ2
k |αk,q|2

σ2
n

)
. (1.36)

It is easily seen that the above expression coincides with Eq. (1.25), i.e., the system
becomes free from the interference between different users and streams.

1.6 EE maximizing power allocation

In this Section the problem of the downlink power allocation maximizing the asymp-
totic EE is presented. In particular, two different situations are separately analyzed:
the interference-free case and the interference-limited case. The former problem is
addressed in order to obtain a simple and low-complexity solution, and then the latter
problem is discussed and solved using an alternating optimization technique.

1.6.1 Interference-free case
In the interference-free case the SE of one user is not corrupted by other co-channel
communications. From the asymptotic SE analysis, we can note that Eqs. (1.27) and
(1.36) fall in this category. We thus focus on the following optimization problem

max
p

K

∑
k=1

M

∑
q=1

W log2
(
1+ pk,qgk,q

)
η

K

∑
k=1

M

∑
q=1

pk,q +PTX,c +KPRX,c

s.t.
K

∑
k=1

K

∑
q=1

pk,q ≤ Pmax

pk,q ≥ 0 ,∀ k = 1, . . . ,K, q = 1, . . . ,M ,

(1.37)

where p = [p1,1, . . . , p1,M, . . . , pK,1, . . . , pK,M]T . Notice that, considering Eq. (1.27),

i.e., PZF-FD beamforming, gk,q = NTNR
|λ̃k,q|2

σ2
n

, and considering Eq. (1.36), i.e., AB,

gk,q =
γ2

k |αk,q|2

σ2
n

. The objective function in Problem (1.37) is the ratio of a concave
function (with respect to the optimization variables) over a linear one, and, thus,
Dinkelbach’s algorithm in [54] may be readily applied to maximize the ratio [21,55].
Denoting as N(p) and D(p) as

N(p) =
K

∑
k=1

M

∑
q=1

W log2
(
1+ pk,qgk,q

)
, (1.38)

D(p) = η

K

∑
k=1

M

∑
q=1

pk,q +PTX,c +KPRX,c (1.39)

the Dinkelbach’s procedure can be summarized as in Algorithm 2.
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Algorithm 2 Dinkelbach’s procedure [54]
1: Set ε = 0, π = 0 and FLAG=0
2: repeat

3: Update p by solving the following concave maximization:
max

p
N(p)−πD(p) (1.40)

4: if N(p)−πD(p)< ε then
5: FLAG=1
6: else
7: Set π =

N(p)
D(p)

8: end if
9: until FLAG=1

Given the structure of the objective in Problem (1.37), we can note that standard
techniques can be used to solve the concave maximization in Problem (1.40). The
solution of the concave maximization in Problem (1.40) can be computed starting
from the following KKT conditions [56]

d
dpk,q

(N(p)−πD(p))−λ +µk,q = 0, ∀k,q
K

∑
k=1

K

∑
q=1

pk,q ≤ Pmax

λ

(
Pmax−

K

∑
k=1

K

∑
q=1

pk,q

)
= 0

λ >= 0
pk,q ≥ 0, ∀k,q
µk,q pk,q = 0, ∀k,q
µk,q ≥ 0, ∀k,q

(1.41)

where λ and µk,q are the Lagrange multipliers associated to the constraints on the
maximum power radiated by the transmitter and on the minimum power level of the
transmitter to the k-th user on the q-th streams, respectively. After standard algebraic
manipulations we obtain the following waterfilling-like problem

pk,q = max
{

0,
W/ ln2
πη +λ

− 1
gk,q

}
K

∑
k=1

K

∑
q=1

pk,q ≤ Pmax

(1.42)

and the optimal value of the non-negative Lagrange multiplier λ can be derived by
bisection search. The optimality and convergence conditions of the algorithm to
solve Problem (1.37) follow from the ones of Dinkelbach’s procedure in Algorithm
2, see [21, 54], further details are omitted for the sake of brevity.
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1.6.2 Interference-limited case
The interference-limited case includes the asymptotic SE expressions in Eqs. (1.24),
(1.33) and (1.35). We can rewrite these expressions in the following common form

SE =
K

∑
k=1

log2

∣∣∣∣∣∣∣IM +

σ
2
n IM +

K

∑
`=1
6̀=k

Ak,`P`AH
k,`


−1

Ak,kPkAH
k,k

∣∣∣∣∣∣∣
=

K

∑
k=1

log2

∣∣∣∣∣σ2
n IM +

K

∑
`=1

Ak,`P`AH
k,`

∣∣∣∣∣− log2

∣∣∣∣∣∣∣σ2
n IM +

K

∑
`=1
6̀=k

Ak,`P`AH
k,`

∣∣∣∣∣∣∣ ,
(1.43)

where Ak,` ,∀k, ` are properly defined matrices. Given the SE expression in Eq.
(1.43), the EE maximizing power allocation is obtained by solving the following
optimization problem

max
P1,...PK

K

∑
k=1

log2

∣∣∣∣∣σ2
n IM +

K

∑
`=1

Ak,`P`AH
k,`

∣∣∣∣∣− log2

∣∣∣∣∣∣∣σ2
n IM +

K

∑
`=1
6̀=k

Ak,`P`AH
k,`

∣∣∣∣∣∣∣
η

K

∑
k=1

tr(Pk)+PTX,c +KPRX,c

s.t.
K

∑
k=1

tr(Pk)≤ Pmax

pk,q ≥ 0 ,∀ k = 1, . . . ,K, q = 1, . . . ,M ,

(1.44)

Problem (1.44) has non-concave objective function, which makes its solution chal-
lenging. Additionally, the large number of optimization variables, would still pose
a significant complexity challenge. To solve (1.44) the framework of alternating
optimization can be used, see [57, Section 2.7] for the details. In particular, each
subproblem, one for each user, can be written as

max
Pk

K

∑
k=1

log2

∣∣∣∣∣σ2
n IM +

K

∑
`=1

Ak,`P`AH
k,`

∣∣∣∣∣− log2

∣∣∣∣∣∣∣σ2
n IM +

K

∑
`=1
6̀=k

Ak,`P`AH
k,`

∣∣∣∣∣∣∣
η

K

∑
k=1

tr(Pk)+PTX,c +KPRX,c

s.t.
K

∑
k=1

tr(Pk)≤ Pmax

pk,q ≥ 0 ,∀ k = 1, . . . ,K, q = 1, . . . ,M ,

(1.45)

Since the logarithm of the identity plus an Hermitian positive semidefinite matrix
is a matrix-concave function [58], the numerator of the objective function in (1.45)
is concave in Pk. Regarding the denominator, the sum of the traces of Pk ∀k is a
linear function and consequently Problem can be solved with affordable complexity
by means of Dinkelbach’s procedure [21] in Algorithm 2.
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(a) .

(b) .

Figure 1.4 In (a) scenario 1: Outdoor street canyon environment, and in (b)
scenario 2: Indoor shopping mall environment.

1.7 Numerical results

In the simulation setup, a communication bandwidth of W = 1 GHz centered over
the carrier frequency fc = 28 GHz is considered. We assume a single-cell doubly
Massive MIMO system with K = 10 users. We consider two different scenarios: the
former is an outdoor scenario, denoted as “scenario 1” and the latter is an indoor
scenario, denoted as “scenario 2”. In scenario 1, it is considered the downlink com-
munication between one BS connected via wired backhaul to the core network, with
K BSs served via wireless backhaul. In scenario 2, the downlink communication
between an indoor BS with K robots in a shopping mall is assumed. A qualitative
representation of the considered scenarios is reported in Fig. 1.4. The parameters
for the generation of the matrix channels are the ones reported in Section 1.3.1 for
the “UMi Street Canyon NLOS” in scenario 1 and for “InH Shopping Mall NLOS”
in scenario 2. The noise power σ2

n = FN0W , with F = 5 dB the receiver noise figure
and N0 = −174 dBm/Hz. A detailed description of the simulation parameters is re-
ported in Table 1.3. The shown results come from an average over 500 independent
realizations of users’ locations and propagation channels.
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Table 1.3 System parameters

Description Value
BS position
(scenario 1) Horizontal: origin of the reference system.

Vertical: 10 m
BS position
(scenario 2) Horizontal: origin of the reference system.

Vertical: 5 m
Users distribution
(scenario 1)

Horizontal: uniform, azimuth in [−π

3 ,
π

3 ],
fixed distance at 100 m. Vertical: 10 m.

Users distribution
(scenario 2)

Horizontal: uniform, azimuth in [−π

3 ,
π

3 ] deg,
distance in [5,100] m. Vertical: 1.65 m.

Carrier frequency fc = 28 GHz
Bandwidth W = 1 GHz
BS antenna array ULA with λ/2 spacing
User antennas ULA with λ/2 spacing
N0 -174 dBm/Hz
Noise figure 5 dB

We start considering the uniform power allocation (Uni), i.e, the M-dimensional
diagonal matrix containing the power allocation is

P` = diag
(

PT

KM
, . . . ,

PT

KM

)
∀`= 1, . . . ,K, (1.46)

where PT is the total transmit power. In all the presented results the hybrid and the
analog beamformers have been realized using a number of RF chains equal to KM
at the transmitter and equal to M at the receiver, i.e., NRF

T = KM and NRF
R = M.
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Figure 1.5 SE and EE versus transmit power in scenario 1. Parameters: Uni,
NT = 64, NR = 64, K = 10 and M = 4.
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Figure 1.6 SE and EE versus transmit power in scenario 2. Parameters: Uni,
NT = 64, NR = 16, K = 10 and M = 4.

Figs. 1.5 and 1.6 report the downlink system SE and EE versus the transmit power,
for the case of multiplexing order M = 4 and uniform power allocation for the two
scenarios in Fig. 1.4. In scenario 1, NT = NR = 64, a symmetrical communication
is considered, while in scenario 2, NT = 64 and NR = 16, an asymmetrical one is
assumed. This choices are based on the use cases associated with the considered
scenarios: in scenario 1, the transmitter and the receivers are BSs that communicates
for wireless backhaul while in scenario 2 the communication is between an indoor
BS and mobile users, in particular robots, so it reasonable to assume that the number
of antennas at the users is lower with respect to the one at the transmitter. Inspecting
the figures, in both scenarios, it is seen that the best performing beamforming struc-
ture is the PZF-FD, both in terms of SE and of EE. This means that the increase in
system SE given by the PZF-FD beamforming structure, that nulls the interference
and gives good performance in terms of simoultaneously transmission, is not well
compensated by the reduction of the power consumption in the PZF-HY structure.
In particular in Fig. 1.5, we can see that the performance in terms of SE of the CM-
FD, CM-HY, PZF-HY and AB are very close, while the performance of the PZF-FD
are considerably better; similar results are presented also in [17, 20, 59]. Focusing
on the EE performance we can see that the reduction of the power consumption in
the hybrid and analog structures gives an increase in terms of EE, while the reduc-
tion of power consumption in the PZF-HY structure can not compensate the gap in
terms of spectral efficiency with the PZF-FD beamforming. Results show here a
trend that has already been found elsewhere (e.g., in [55]); in particular, while the
SE grows with the transmit power (at least in the considered range of values), the EE
exhibits instead a maximum around 40 dBmW in both scenarios. This behavior is
explained by the fact that for large values of the transmit power, the numerator in the
EE grows at a slower rate than the denominator of the EE, and so the EE itself de-
creases. From an energy-efficient perspective, increasing the transmit power beyond
the EE-optimal point leads to moderate improvements in the system throughput at
the price of a much higher increase in the consumed power. Additionally, we can
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see that there is a region where both SE and EE grows, similar results can be also
obsersevd elsewhere in literature, as an example the reader can be referred to [22].
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Figure 1.7 SE versus number of antennas in scenario 1, Uni. Validation of the
derived asymptotic SE formulas.

Fig. 1.7 is devoted to the validation of the derived asymptotic formulas in the large
number of antennas regime for scenario 1 in Fig. 1.4. In particular, “CM-FD, Asy”
refers to Eq. (1.24), “PZF-FD, Asy” refers to Eq. (1.27) and finally “AB, Asy” refers
to Eq. (1.33) for increasing NT and to (1.35) for increasing NR. Similar results are
also obtained in scenario 2 and they are here omitted due to the lack of space. Results
fully confirm the effectiveness of the found asymptotic formulas, for both the single-
stream ad multiple streams cases. Given the effectiveness of the asymptotic formulas
in terms of SE, we now consider the performance of the power allocation based on
these expressions and detailed in Section 1.6.
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Figure 1.8 SE and EE versus Pmax, comparison between EE-maximizing and Uni
in scenario 1 with M = 4 and two antenna configurations.
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Figure 1.9 SE and EE versus Pmax, comparison between EE-maximizing and Uni
in scenario 2 with M = 4 and two antenna configurations.

Figs. 1.8 and 1.9 report the performance of the EE-maximizing power allocation
detailed in Section 1.6 for the case of PZF-FD and AB beamforming. We report
the performance for the two antenna configurations in both the scenarios and we
denote by “Opt” the power allocation obtained with the procedure in Section 1.6.1.
Inspecting the figures, we can see that for low values of Pmax the Uni and the EE-
maximizing power allocation provide similar performance, both in terms of SE and
EE, since the radiated power consumption and also the cochannel interference is
small compared to the noise power. For larger values of Pmax, around 40 dBmW in all
the shown results, instead, the two power allocations lead to different performance.
In this regime, the Uni increases the SE at the price of heavy degradation in the
system energy efficiency. On the other hand, the EE-maximizing power allocation
exhibits a floor as Pmax increases, since it does not use the excess available power to
further increase the rate.

1.8 Conclusions

This chapter has focused on the analysis of doubly Massive MIMO mm-wave sys-
tems and it has presented some relevant use cases, focusing on energy-efficiency
issues. In particular a detailed description of doubly Massive MIMO system has
been given highlighting the differences with respect to Massive MIMO at microwave.
Some examples of use cases of doubly Massive MIMO systems have been detailed.
Asymptotic formulas for the large number of antennas regime and low-complexity
EE-maximizing power allocation strategies have been derived. In particular two dif-
ferent techniques are described, the first one used the asymptotic expressions in the
interference-free case, the second one used the expressions with interference. In both
cases the EE-maximizing power allocation is obtained by means of fractional pro-
gramming techniques. The obtained results have revealed that, using some of the
most recent available data on the energy consumption of transceiver components,
fully digital architectures, especially in the multiple-streams transmission, are su-



“Chapter_Buzzi_DAndrea”
2020/3/2
page 26

26 Book title

perior not only in terms of achievable rate, but also in terms of energy efficiency.
In particular, among fully digital implementations, the PZF architecture has been
shown to provide the best performance, while the AB structure can be considered for
its extremely low complexity. Of course the provided results and the relative ranking
among the considered structures in terms of energy efficiency is likely to change in
the future as technology progresses and devices with reduced power consumption
appear on the scene, even though it may be expected that in the long run fully digital
architectures will be fully competitive, in terms of hardware complexity and energy
consumption [17, 20, 25], with hybrid alternatives.
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