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Abstract The objective of this paper is to devise a general framework to al-
low a human operator to physically interact with an object manipulated by
a multi-manipulator system in a distributed setting. A two layer solution is
devised. In detail, at the top layer an arbitrary virtual dynamics is considered
for the object with the virtual input chosen as the solution of an optimal Lin-
ear Quadratic Tracking (LQT) problem where both the human and robots’
intentions are taken into account, being the former online estimated by Re-
cursive Least Squares (RLS) technique. The output of this layer is a desired
trajectory of the object which is the input of the bottom layer and from which
desired trajectories for the robot end effectors are computed based on the
closed-chain constraints. Each robot, then, implements a time-varying gain
adaptive control law so as to take into account model uncertainty and inter-
nal wrenches that inevitably raise due to synchronization errors and dynamic
and kinematic uncertainties. Remarkably, the overall solution is devised in a
distributed setting by resorting to a leader-follower approach and distributed
observers. Simulations with 3 6-DOFs serial chain manipulators mounted on
mobile platforms corroborate the theoretical findings.
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1 Introduction

Human-robot collaboration has been expanding in recent years in a variety of
fields ranging from industrial to domestic environments. The driving force be-
hind the integration of such collaboration is the fact that the complementary
capabilities of humans and robots can be merged: cognitive skills on the one
hand and robustness and precision abilities on the other. Collaboration can
be intended to different extents: (i) it can envisage pure workspace sharing
in which human and robot work on autonomous or coordinated tasks with-
out barriers between them or (ii) it can foresee voluntary exchange of forces
between them to achieve a common objective.

In regard to the first scenario, the robot control strategy is generally sup-
posed to guarantee the avoidance of any collision between the robot and the
human in order to prevent human injury. As an example, possible approaches
to the purpose are based on undertaking evasive actions to distance the robot
from the person as in [1] or on dynamic trajectory scaling as in [2].

The approaches mentioned so far aim at assisting the human operator re-
gardless of possible robot autonomous tasks, i.e. they build on a leader-follower
architecture in which the human acts as leader and the robot only plays a fol-
lower role aimed at minimizing the leader effort. However, as reported in [3]
and [4], increasing attention is being devoted to shared control scenarios in
which, as it happens in the case of human-human interaction, the robot au-
tonomy is preserved to a certain extent and equal roles are attributed to both
robotic and human counterparts. The shared control paradigm arises in tele-
operation scenarios [4] where the human operator typically provides control
inputs via haptic interface, while the robotic system preserves autonomous be-
haviors, as instance, for collision avoidance [5]. More recently, this paradigm
has also been successfully explored in contexts of physical human-robot in-
teraction. A solution based on game theory is presented in [6] where human
and robot are assumed to optimize the same cost function. In the proposed
approach, the human and robot roles are continuously adapted on the basis
of the human exerted force: the higher the force, the higher the influence of
the human intended motion. The work in [7] proposes to achieve the same
behavior by deforming the robot trajectory in dependence of the exerted hu-
man forces and formulates a constrained optimization problem to the purpose.
A heuristic agreement index is designed in [8] so that, if the forces of robot
and human agree, the robot acts as leader, otherwise as follower. Finally, a
solution based on data-driven stochastic modeling is devised in [9] where a
risk sensitive optimization problem is defined to tackle the uncertainty in the
human behavior model.

In addition, it is worth noticing that, even in the context of human-robot
collaboration, the use of multiple robots can significantly improve the overall
system performance in terms of possible payload and robustness with respect
to the single robot case. In this scenario, in addition to the aspects highlighted
above, the problem of coordinating the multi-robot system, while achieving
the desired interaction, arises as well. Moreover, as also encouraged by the
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strategic initiative of Industry 4.0, a decentralized implementation of the multi-
robot control algorithm also increases the flexibility and reconfigurability of the
work-cell, which are desirable features in a human multi-robot collaboration
strategy. More in detail, in this paper we consider a scenario of physical human
multi-manipulator interaction where the human and the robots co-manipulate
the same object. In this context, the following additional issues need to be
addressed with respect to the case of single robot single human interaction:

– since the human does not directly interact with one of the robots but
with the co-manipulated object, the human interaction wrench needs to be
estimated for pursuing any interaction strategy. The problem is particu-
larly challenging when no force sensors are adopted to measure the human
wrench and in absence of a central control unit;

– internal wrenches are required to be regulated during cooperative manipu-
lation in order not to damage the object and/or the manipulators. In this
regard, the computation of internal wrenches is coupled with the one of
the human-robot one;

– at low level, specific actions need to be included to synchronize the track-
ing errors, counteract model uncertainties and reduce internal wrenches in
transient phase.

Despite its potentiality, few investigations are available in literature in regard
to this scenario which, in particular, is only addressed [8] where heuristics are
adopted to modulate the human collaboration and a centralized solution is
presented.

Motivated by these reasons, we propose a distributed control framework for
optimal human multi-robot shared control of a common object which is tightly
grasped by manipulators and which the human physically interacts with. In
particular, we propose a two layer architecture where the optimal object mo-
tion comes as the solution of a LQT problem which takes into account both
robots and human intentions, being the latter estimated by resorting to RLS
techniques and assuming a spring-damper model with unknown parameters
for the human arm end point. The object motion is the input of the bottom
layer which is in charge of coordinating the robots to track the desired mo-
tion. To this aim, an adaptive local control law is proposed which copes both
with possible model uncertainties and internal stresses. The overall solution
is first designed and presented in the framework of a centralized architecture
and, then, a distributed version is provided by resorting to a leader-follower
paradigm and to distributed observers. To the best of the authors’ knowledge,
this is the first work which combines LQT and human intention estimation in
the way described in the following and proposes an enough general framework
for distributed human multi-robot physical interaction. The approach can be
applied to any cooperative manipulation task which involves the specification
of an object trajectory. This includes, by resorting to the list of applications
identified in the survey in [10], applications such as handling, assembly and
welding in any of which the human operator may wish to intervene during the
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robots’ activity to correct the task or to participate in it and, to this end, the
proposed shared control strategy can be applied.

Summarizing, the main contributions of the paper are the following:

– a novel shared control strategy in the framework of optimal control is
presented. The role of the robots is dynamically adapted depending on
the estimation of the human arm parameters and takes into account the
uncertainty of the latter;

– the case of multi-manipulator systems is tackled for the first time. This case
poses additionally issues with respect to the single manipulator case, due
to the necessity to handle internal wrenches in addition to external one
in order to no affect the human-object interaction dynamics. Moreover,
a sensor-less solution is adopted in which both the interaction with the
human and internal wrenches are estimated by resorting to a momentum
based approach;

– the solution presented is completely decentralized since the local control
strategy only relies on information locally available.

The paper builds on the work in [11], from which inherits part of the overall
architecture but differs from it with regard to the following points: i) a pure
assistance task is considered in [11] while a shared control scenario is hereby
analyzed, ii) an extension of the low-level control law is provided in this paper
along with a more formal proof, iii) the assumption that the human exerted
force is known by each robot is removed and an observer system is designed
to the purpose, iv) the estimation of the human model is introduced.

The remainder of the paper is organized as follows. In Section 2, robot,
object, inter-robot communication and human arm end point modeling are
presented. In the same section, the formal statement of problem addressed
in this work is provided. A centralized solution to this problem is detailed in
Section 3 and is then extended to a distributed setting in Section 4. Finally,
simulation results are provided in Section 5, while conclusions and future works
are drawn in Section 6.

2 Mathematical background

Let us consider a system composed of N serial-chain mobile manipulators
which tightly grasp a rigid object and a human operator that co-manipulates
the same object as in Figure 1. In the rest of the paper, when we refer to human
interaction, we intend that the human operator exerts, through his/her hand,
forces on the the object that is tightly co-manipulated by the multi-robot
system. In this way, the human is able to modify the object motion according
to his/her desired motion.

In the figure, the following reference frames are defined:

– Σw is the world reference frame;
– Σo is the object reference frame;
– Σr,i is the reference frame attached to the end effector of the i th robot;
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– Σh is the reference frame attached to the human arm end point.

Σw

Σh ≡ Σo ≡ Σr,i

i = 1, 2

Fig. 1 Representation of the considered system composed of multiple robots physically
interacting with a human operator; the reference frames Σw, Σh, Σo and Σr,i are reported.

Without loss of generality, the following assumption is considered.

Assumption 1 Robot kinematics and dynamics in the operational space are
referred to the human arm end point frame Σh (i.e., Σr,i ≡ Σh, ∀ i). At
the same way, the object dynamics is referred to the same frame Σh (i.e.,
Σo ≡ Σh).

The above assumption is not unrealistic in many practical scenarios since the
geometry of the object is known or can be estimated beforehand.
For the sake of readability the time-dependence of the variables will be omitted
in the following, if not strictly necessary. Moreover, we report in the Table 1
below a brief description of the notation used in the rest of the paper in terms
of subscripts, superscripts and main variables adopted.

2.1 Robot modeling

The operational space dynamics of robot i away from kinematic singularities
can be expressed as [12]

M i(xi)ẍi+Ci(xi, ẋi)ẋi+ηi(xi, ẋi)=ui − hi

= Y i(xi, ẋi, ẍi)πi

(1)

where ui ∈ IRp is the control input, xi =
[

pT
i φT

i

]T

∈ IRp is the end effector

configuration in terms of position, pi, and orientation, φi, of frame Σr,i with
respect to Σw, M i ∈ IRp×p is the symmetric positive definite inertia matrix,
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Table 1 Table of symbols

Variable Description

N Number of robots

γ, Γ
Scalar variables are denoted by lowercase or uppercase letters and in
italic

γ Vectors are denoted by lowercase letters and boldface

Γ Matrices are denoted by uppercase letters and boldface

xi ∈ IRp Configuration (position and orientation) of the i th robot end effector

ph ∈ IRm Position of the human arm end point

xo ∈ IRp Object configuration

xv ∈ IRp Desired configuration of the object to be tracked by the robot system

hi ∈ IRp Interaction wrench at the i th robot end effector

hh ∈ IRp Wrench exerted by the human operator on the object being manipulated

hint ∈ IRNp Internal wrench exerted by robots on the object

hint,i ∈ IRp Contribution of the i th robot to the internal wrench

ui ∈ IRp Input of the i th robot

πi ∈ IRnπi Dynamic parameters of the i th robot

(̂·)
Estimation of a local variable, e.g. ĥint,i is the estimation made by robot
i of hint,i

i (̂·)
Estimation of a global variable made by robot i, e.g. ix̂v is the estimation
made by robot i of xv

hd
int,i Desired value of hint,i

eint,i Internal wrench tracking error of robot i eint,i = hd
int,i − hint,i

êint,i
Estimation made by robot i of the internal wrench tracking error êint,i =

hd
int,i − ĥint,i

h̃int,i
Estimation error made by robot i of its internal wrench h̃int,i = hint,i−

ĥint,i

ih̃h Estimation error made by robot i of the human wrench ih̃h = hh − iĥh

On×m Matrix with dimension n×m of all elements equal to 0

Im (Om) Square identity (null) matrix with dimension m×m

0m Column vector with m elements equal to 0

Ci ∈ IRp×p is the centrifugal and Coriolis terms matrix, ηi ∈ IRp is the vis-

cous friction and gravity terms vector and hi =
[

fT

i τT
i

]T

∈ IRp is the vector

of interaction wrenches between the end effector and the grasped object, com-
posed of force, f i, and torque, τ i, components. In addition, Y i ∈ IRp×nπi is
the regressor matrix and πi ∈ IRnπi is the constant vector of the dynamic
parameters of the robot. By adopting Christoffel symbols of the first kind
associated with the matrix M i for Ci, the following property holds true [13].

Property 1 Matrix Ṁ i−2Ci is skew-symmetric such that vT(Ṁ i−2Ci)v = 0,
∀v ∈ IRp.
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Note that in our framework robots can be heterogeneous and redundant.
Finally, as typical of real settings, it is supposed that only an estimate of
model (1) is available:

M̂ iẍi + Ĉiẋi + η̂i = Y i(xi, ẋi, ẍi)π̂i = ui − hi − Y i(xi, ẋi, ẍi)π̃i (2)

where π̃i = πi−π̂i and the symbol ·̂ denotes the estimate of the corresponding
quantity.
In what follows, we refer to the notation in Table 1 concerning the identity
matrix and the zero matrix/vector.

2.2 Human arm end point modeling

The model assumed for the human arm end point, which will be referred to
as human model in the following, is

−Dhṗh +Kh(ph,d − ph) = fh (3)

where fh ∈ IRm is the vector of the forces exerted by the human, ph ∈ IRm is
the human arm end point position, which will be referred to as human position,
with respect to Σw, ph,d ∈ IRm is the human desired position andDh ∈ IRm×m

and Kh ∈ IRm×m are the matrices that regulate the human damping and stiff-
ness actions, respectively. As stated, for example in [14] and [15], these matrices
are generally time-varying and their variation depends on the activation of the
human arm muscles. The model in (3) is commonly assumed as representa-
tive for the human arm end point, e.g. in [16–18], and its validation can be
found, for instance, in [14,19] with the inertial term shown to be negligible
compared to damping and stiffness. Moreover, by following the assumptions
in [16,18,20], the decoupling of the impedance parameters in the different di-
rections is assumed, i.e., Dh = diag(dh) and Kh = diag(kh) with dh ∈ IRm

and kh ∈ IRm. Then, the model in (3) can be rewritten as

Y h(ph, ṗh)πh = fh (4)

with

Y h = [−diag(ṗh) −diag(ph) Im] ∈ IRm×3m

πh = [dT

h kT

h pT
h,dKh]

T ∈ IR3m
(5)

It is worth remarking that the human parameters in πh are unknown and
might be time-varying.
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2.3 Object modeling

Concerning the object dynamics, it holds

Moẍo +Co(xo, ẋo)ẋo + go =
∑N

i=1
Gihi + hh (6)

where xo =
[

pT
o φT

o

]T

∈ IRp represents the configuration in terms of position

po and orientation φo of the object reference frame Σo with respect to Σw,
Mo ∈ IRp×p is the inertia matrix, C ∈ IRp×p is the matrix of centrifugal
and Coriolis terms, go ∈ IRp is the vector of the gravity terms, Gi ∈ IRp×p

is the grasping matrix associated with the i th robot for which, in light of
Assumption 1, it holds Gi = Ip ∀i and hh = Ghfh ∈ IRp is the human wrench

with Gh = [Im Om]T ∈ IRp×m.

By denoting with h the stacked vector of the interaction wrenches and with
G the collective grasping matrix, i.e.

h = [hT

1 . . . hT

N
]T ∈ IRNp, G = [G1 . . . GN ] ∈ IRp×Np

the interaction wrenches can be divided into external he ∈ IRNp and internal
hint ∈ IRNp components [21], i.e., those that contribute and do not contribute,
respectively, to the object motion for which it holds

h = he + hint = G†Gh+ (INp −G†G)h (7)

Finally, the following assumption is considered.

Assumption 2 The kinematic and dynamic parameters of the manipulated
object model are known.

This hypothesis can be easily overcome by resorting to ad-hoc techniques that
allow to distributively estimate these parameters by properly interacting with
the object like in [22].

2.4 Communication modeling

Since we aim at devising a distributed framework, a brief review of graph
theory is provided. The information exchange between the robots is modeled
by a connectivity graph G(E ,V) where V is the set of vertices representing the
robots, and E = V × V is the set of edges representing the communication links,
that is the i th robot can send information to the j th robot if the condition
(i, j) ∈ E holds. The set of neighbors of the i th robot from which it receives
information is defined as Ni={j ∈ V : (j, i) ∈ E}. The topology of the graph
is described in terms of the (N × N) Laplacian matrix L = {lij} such that

lii =
∑N

j=1,j 6=i aij and lij = −aij when i 6= j, being aij = 1 if the j th robot
can send information to i th robot (i.e. (j, i) ∈ E), and 0 otherwise. Moreover,
by construction, zero is always a right eigenvalue of the Laplacian matrix with
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the corresponding right eigenvector (N × 1) vector of all ones [23]. Therefore,
rank(L) ≤ N − 1 where the equality holds when the graph is connected. In
this paper, we assume the communication graph is undirected and connected,
i.e. all the edges are bi-directional and any couple of vertices of the graph
can always be connected by an undirected path. Moreover, the approach
requires information to be explicitly exchanged between robots; however, this
is not an issue in practical scenarios since all mobile manipulators have such
communication capabilities.

2.5 Problem formulation

We can now state the main problem addressed in this work.

Problem 1 Let us consider a multi-robot system composed of N manipula-
tors rigidly grasping an object which a human operator is interacting with. Let
us assume that a central unit is not available and that a robots’ desired tra-
jectory xr,d ∈ IRp (with derivative ẋr,d ∈ IRp) is assigned to the object as well

as a desired internal wrench hd
int ∈ IRNp is given. The objective is to design

the robot control input ui (i = 1, 2, . . . , N) in (1) such that the manipulated
object behaves according to the following dynamics

Mvẍv = uv (8)

where Mv ∈ IRp×p is the virtual inertia matrix, xv =
[

pT
v φT

v

]T

∈ IRp is the

configuration of the virtual object and uv ∈ IRp represents the virtual input
to be defined so as to optimize the following cost function

J =
1

2

∫ +∞

t0

(

(x̄v−x̄r,d)
TQr,d(x̄v−x̄r,d)

︸ ︷︷ ︸

i

+uT
v Rvuv

︸ ︷︷ ︸

ii

+(x̄v−x̄h,d)
TQh,d(x̄v−x̄h,d)

︸ ︷︷ ︸

iii

+ fT
hRhfh

︸ ︷︷ ︸

iv

)

dt

(9)

where x̄v =
[

xT
v ẋT

v

]T

∈ IR2p is the aggregate vector of state,

x̄r,d=
[

xT
r,d ẋT

r,d

]T

∈ IR2p and x̄h,d =
[

pT
h,d 0T

2p−m

]T

∈ IR2p are the aggregate

vectors of the robots and human desired trajectory, respectively, Rh ∈ IRm×m

and Rv ∈ IRp×p are symmetric positive definite matrices, Qr,d ∈ IR2p×2p is a

symmetric positive semi-definite matrix, Qh,d ∈ IR2p×2p is defined as

Qh,d = STW h,dS, S =

[

Im Om×2p−m

Om×2p−m Im

]

(10)

being W h,d ∈ IR2m×2m a symmetric positive semi-definite weighting matrix.

In addition, internal wrench regulation is required, i.e. hint → hd
int.
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The rationale behind (9) is to continuously combine the robots desired trajec-
tory for the object (i) with the human desired one (iii) and, similarly, to x the
effort of the robots (ii) and of the human (iv) on the basis of the respective
weighting matrices. This means that by increasing Qh,d and Rh with respect
to Qr,d the human intention overtakes the robots one (and vice-versa) ac-
cording to an optimal formulation. In addition, the proposed approach is also
suitable for an assistance task, whose aim is to minimize the human effort, by
setting Qr,d = O2p.

In the above formulation the human intention in terms of object orientation
is not taken into account which means that robots have full control on it.
Like in [24], this is motivated by the fact that the human is in charge of
modifying the object motion while robots autonomously and precisely control
the orientation.

In what follows, first a centralized solution to the Problem 1 is provided in
Section 3; then, building on this, a distributed solution to the same problem
is presented in Section 4.

3 Centralized solution

A two layer architecture depicted in Figure 2 is devised. The high-level is in
charge of defining the object reference trajectory xv as solution of the optimal
problem in (9) on the basis of human intentions and the low-level of defining the
local control inputs ui in (1) to actually track the trajectory while achieving
wrench regulation.

Human-obj.

interact. fh

1. Human model
estimation π̂h

2. Virtual input

definition uv

3. Obj. reference
trajectory xv

4.Control lawui

High-level Low-level

Fig. 2 Two-layer architecture of the proposed solution.

Concerning the high-level, the formulation in (8) requires the virtual input
uv to be designed (block 2) so as to optimize (9). By replacing the human
model (3) in the cost function (9), the latter can be rewritten as

J=
1

2

∫ +∞

t0

(

(x̄v − x̄r,d)
TQr,d(x̄v − x̄r,d) + uT

v Rvuv (11)

+ (x̄v − x̄h,d)
TQ̄h(x̄v − x̄h,d)

)

dt

with Q̄h = STW̄ h,dS and

W̄ h,d = W h,d +

[

KT
hRhKh KT

hRhDh

DT
hRhKh DT

hRhDh

]

(12)



Title Suppressed Due to Excessive Length 11

It is worth noticing that, according to (12), the weight associated with the hu-
man desired motion dynamically adapts on the basis of the human impedance
parameters Kh and Dh, e.g., when the human stiffens the arm (i.e., Kh in-
creases) the corresponding quantities in Q̄h automatically increase as well.
The formulation in (11)-(12) shows the dependence of the objective function
on the unknown human parameters Kh,Dh,ph,d, that is on πh in (5). There-
fore, an online estimation of these parameters is needed by exploiting the
knowledge of human force and motion, i.e. fh, ph, ṗh (block 1 in Figure 2),
and is then used to find uv which minimizes (11). Afterwards, the virtual
object trajectory xv is computed according to the dynamics in (8) (block 3)
and is adopted by the robots as actual reference trajectory for the object. In
particular, a standard control law for trajectory tracking with internal force
regulation as in [25] can be leveraged at this point for the low-level centralized
solution (block 4) and details are here omitted since a distributed solution to
this problem is presented in next sections.

3.1 Human parameters estimation

A Recursive Least Square method with forgetting factor is here proposed to
estimate the human arm parameter πh. Let us consider that the measurements
are acquired at each kT , with k ∈ IN the discrete time index and T ∈ IR the
sampling time, and let us denote with (·)k the corresponding quantity at time
kT . The estimation error eh,k ∈ IRm is defined as

eh,k = fh,k − Y h,kπ̂h,k−1 (13)

where Y h,k is the human regressor defined in (4) and π̂h,k ∈ IR3m is the
estimate of the unknown human parameters.

Remark 1 The computation of (13) requires the knowledge of fh which, in
the centralized case, can be retrieved from the collective wrench h and the
knowledge of the object dynamics in (6) as in [26].

By leveraging [27], the parameters estimate is updated as

π̂h,k = π̂h,k−1 +Lkeh,k (14)

where the matrices Lk ∈ IR3m×m and P k ∈ IR3m×3m are

Lk = P k−1Y
T
h,k(λIm + Y h,kP k−1Y

T
h,k)

−1

P k =
1

λ
(I3m −LkY h,k)P k−1

(15)

being λ ∈ (0, 1] the forgetting factor which regulates the amount of data to be
forgotten at each estimate update: the lower the forgetting factor, the lower the
weight associated with past inputs. This implies that the lower the forgetting
factor, the more the estimation is able to track changes in the parameters but
the more the misadjustment and the possible instability [27]. Implementation
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details of (14) and (15) are not addressed here but a detailed discussion can
be found in [28].
However, in order for the estimate π̂h in (14) to converge to the real values πh,
the estimator input variables, i.e. ph and ṗh, have to satisfy the persistence
of excitation condition for which the approximation proposed in [29] is here
considered, that is the following condition should be verified

‖P k−1Y h,k‖ > α, ∀k with α ∈ IR+ (16)

Moreover, by leveraging the results in [18], a finite-time interval with prede-
termined duration ∆, during which the input signals are excited, allows the
parameters to be estimated with a certain tolerance. For further details, the
reader is referred to [18] and [29].
Based on the above considerations, we devise a confidence index Ic to establish
the reliability of the human parameters estimate. The basic idea is that the
latter is assumed reliable if there exists a time interval for which the system
is “sufficiently” excited and as long as the estimation error is below a certain
threshold, which leads to the following index

Ic(π̂h,k)=







1, if ‖eh,k‖<ē ∧ ∃ k1, k2∈IN:T |k2 − k1|≥∆

∧ ∀ k ∈ [k1, k2] eq. (16) holds

0, otherwise

(17)

with ē ∈ IR a positive constant representing the maximum allowed estimation
error.
Finally, it is worth remarking that the focus of this work is not to provide a
contribution to human parameter estimation. Hence, any other technique than
RLS, as the approach in [30], might be used in block 1 of Figure 2.

3.2 Solution of the optimal LQT problem and virtual input uv definition

The confidence index Ic specifies whether the human parameter estimation
is reliable or not (as in the initial transient phase). Therefore, the latter case
needs to be explicitly handled in order to avoid undesired interaction behavior.
In detail, when Ic(π̂h,k) = 0, the estimate π̂h,k is discarded and full control
of the system is given to the human operator (instead of minimizing (11)) by
setting uv in (8) as

uv = −Dvẋv + γ(hh)

which leads to the following virtual model

M vẍv +Dvẋv = γ(hh) (18)

where Dv ∈ IRp×p represents a damping matrix and γ(·) : IRp → IRp is a
function of the human wrench possibly chosen as a deadzone function with
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threshold th ∈ IR+, that is

γ(hh) =







Kγ

(
hh − th

hh

‖hh‖

)
if ‖hh‖ > th

0p if ‖hh‖ ≤ th

(19)

withKγ ∈ IRp×p a positive definite matrix. Dynamics in (18) allows the human
to move the object with the robots executing no autonomous tasks. On the
contrary, when Ic(π̂h,k) = 1, the human estimate is exploited to minimize the
cost in (11). To this aim, the following lemma holds true.

Lemma 1 Let us consider a time-invariant linear system

ẋ = Ax+Bu (20)

with x ∈ IRn and u ∈ IRm the state and the input of the system, and
A ∈ IRn×n and B ∈ IRn×m the dynamic and input matrices, respectively. Let
us consider the following infinite-horizon cost function

J=
1

2

∫ ∞

t0

(

(x− r1)
TQ1(x− r1)+(x− r2)

TQ2(x− r2)+uTRu
)

dt (21)

with r1 ∈ IRn and r2 ∈ IRn reference signals, Q1 ∈ IRn×n and Q2 ∈ IRn×n

symmetric semi-definite positive matrices and R ∈ IRm×m a symmetric defi-
nite positive matrix. If the pair (A, B) is reachable and the pair (A, [Q1 Q2]

T)
is observable, then the optimal control input minimizing (21) is

u = −Kx+R−1BTv (22)

where K ∈ IRm×n is a gain matrix defined as

K = R−1BTT (23)

TA+ATT−TBR−1BTT+Q1+Q2=On

and v ∈ IRn is an auxiliary signal that evolves according to

−v̇ = (A−BK)Tv +Q1r1 +Q2r2 (24)

Proof The result follows by considering an aggregate weighting ma-
trix Q̄ = [Q1 Q2]

T ∈ IR2n×n with the aggregate reference signal
r̄ = [rT

1 rT
2 ]

T ∈ IR2n and by extending the reasoning presented in [31]
for the LQT problem.

By recalling (8), the state vector x̄v evolves according to

˙̄xv =

[

Op Ip

Op Op

]

x̄v +

[

Op

M−1
v

]

uv (25)

By noticing that (11) and (25) are in the form of (21) and (20), respectively,
and that reachability and observability conditions are fulfilled, Lemma 1 ap-
plies. The optimal virtual input uv for (11) can be thus defined according
to (22), by considering the estimated human parameters π̂h in place of the
respective values in the cost function (11).



14 Martina Lippi, Alessandro Marino

4 Distributed solution

Based on the centralized solution in Section 3, the distributed control frame-
work to solve Problem 1 is now presented. The basic idea is to provide a
decentralized implementation of the centralized architecture in Figure 2 by
estimating the needed global information, and without changing the human-
object interaction behaviour regulated by (11). As shown in the following,
since each robot has only access to the local wrench hi and the human op-
erator interacts with the object co-manipulated by all the robots, the main
global quantities to be estimated are (i) the measure of the force fh exerted
by the human operator and (ii) the contribution of each robot to the inter-
nal wrenches hint in (7). Moreover, concerning the human-robot interaction
strategy, we propose a leader-follower approach in which the leader, based on
the estimation of fh, executes the high-level strategy of the architecture in
Figure 2 and computes the optimal object reference trajectory xv, ẋv, as in
the centralized counterpart, while the followers estimate this trajectory via
decentralized observers. These quantities feed a low-level adaptive control law
which allows each robot to track the reference trajectory while regulating the
internal wrenches. The resulting architecture is shown in Figure 3 and details
are in the following.

Wrench estimation

f̂h and ĥint,i

Human-obj.

interact. fh

Ref. traj.

estimation ix̂v

Human model
estimation π̂h

Optimal input uv

and ref. traj. xv

computation Distributed control
law ui

LeaderLeader

Follower

Fig. 3 Distributed architecture implemented by robot i. The dashed box denotes that,
depending on the role of the robot, different blocks are executed: blue blocks on the top in
the case of leader, green blocks on the bottom in the case of follower.

4.1 Distributed human and internal wrench estimation

Let us denote with hint,i the i th sub-vector of hint (i.e., the contribution of
the i th robot to the internal wrenches hint). The objective is to define a local
observer in order for the i th robot to estimate hint,i as well as the human
force fh (or equivalently hh). In view of (7) and by introducing the following
selection matrix Γ i

Γ i =
[
Op . . . Ip

︸︷︷︸

robot i

. . . Op

]
∈ IRp×Np
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the vector hint,i can be computed as

hint,i = Γ ihint = hi−Γ iG
†Gh = hi−Γ iG

†(Gihi+
∑

j 6=i

Gjhj)

= (Ip − Γ iG
†Gi)hi

︸ ︷︷ ︸

known

−Γ iG
†
∑N

j=1,j 6=i
Gjhj

︸ ︷︷ ︸

unknown

(26)

which is composed of a first local known term and a second unknown term
depending on the wrenches exerted by the other robots. Thus, by considering
the i th robot, the object model in (6) can be reformulated as

Moẍo = Gihi +

N∑

j=1,j 6=i

Gjhj + hh −Coẋo − go (27)

Based on the approach in [26], the following residual vector θi(t) ∈ IRp is
introduced

θi(t) = Kθ

∫ t

t0

(α−Gihi − θi)dτ +Kθm(t) (28)

with Kθ ∈ IRp×p a constant diagonal positive definite matrix, m(t) = M oẋo

the generalized momentum of the object and α=go−
1

2
ẋT
o

∂Mo

∂xo

ẋo. From [26],

it follows

θ̇i(t) = −Kθθi(t) +Kθ

(∑N

j=1,j 6=i
Gjhj + hh

)

(29)

which represents a low-pass filter whose bandwidth depends on the gain matrix
Kθ ∈ IRp×p and which leads to

θi(t) ≈
N∑

j=1,j 6=i

Gjhj(t) + hh(t), ∀t (30)

Thus, by replacing (30) in (26), it holds

hint,i = Γ i(INp −G†G)h≈ (Ip − Γ iG
†Gi)hi − Γ iG

†(θi − hh) (31)

Remark 2 By virtue of (30), the approximation error made in (31) about the
computation of hint,i is

hint,i−
(

(Ip−Γ iG
†Gi)hi−Γ iG

†(θi − hh)
)

=Γ iG
†(θi−

∑

j 6=i

Gjhj − hh) (32)

that is negligible only when the filter input (namely,
∑

j 6=i Gjhj + hh) has
a bandwidth much smaller than the cut-off frequency of the filter. Therefore,
as made in [26] and citing works, a practical choice is to set Kθ as high as
possible subject to the potential digital implementation of the filter itself.
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Equation (31) makes evident that hint,i can not be computed without the
knowledge of hh which is unknown as well. In this regard, let us define the
following auxiliary signal ξi ∈ IRp

ξi = (Ip − Γ iG
†Gi)hi − Γ iG

†θi (33)

which, in light of (31) and by computing the term Γ iG
†, can be rewritten as

ξi ≈ hint,i − Γ iG
†hh = hint,i −

1

N
hh (34)

Note that neither hint,i nor hh are known in (34), but an approximation of
hint,i −

1

N
hh is provided by the right-hand side of (33), i.e. by the auxiliary

variable ξi. By resorting to the following lemma, the i th robot can compute

the estimate iĥh ∈ IRp of the human wrench hh as well as the estimate ĥint,i

of its contribution to the internal wrench.

Lemma 2 Let each robot run the following observer






żi = γ
∑

j∈Ni

sign(jĥh − iĥh)

iĥh = zi −Nξi

ĥint,i = ξi +
1

N
iĥh

(35)

where γ ∈ IR is a positive constant, zi ∈ IRp is an auxiliary state, and sign(·)
is the component-wise signum function. Then,

– iĥh approaches hh in finite time Th, ∀i = 1, ..., N . Equivalently, by defining
the estimation error ih̃h = hh− iĥh, it approaches the origin in finite time
Th.

– ĥint,i approaches hint,i in finite time Th, ∀i = 1, ..., N . Equivalently, by

defining the estimation error h̃int,i = hint,i−ĥint,i, it approaches the origin
approaches the origin in finite time.

Proof By leveraging the same reasoning as in [32], it can be proved that the

estimate iĥh converges to the average of −Nξi in finite-time Th. Thus, by

virtue of (34) and by recalling that, by construction, it holds
∑N

i=1
hint,i = 0p,

it follows iĥh → − 1

N

∑N
i=1

ξi ≈ hh or, equivalently, ih̃h → 0p. Therefore,
based on (34) and (35), the i th robot can also estimate its contribution to the
internal wrenches hint,i as follows

ĥint,i = ξi +
1

N
iĥh (36)

Since ih̃h → 0, from (34) it also holds

ĥint,i → ξi +
1

N
hh = hint,i (37)

This completes the proof.
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Finally, as consequence of the lemma above, the wrench contribution of robot i
to the object motion can be estimated as

hi−ĥint,i=hi − ξi−
1

N
iĥh=Γ iG

†Gihi+Γ iG
†θi −

1

N
iĥh (38)

which converges to the actual value as well.

4.2 Generation and estimation of the object trajectory xv

Depending on the role of the i th robot, different approaches are pursued.

4.2.1 Leader robot

The leader robot is in charge of estimating the human model (Section 3.1)
based on the estimate made as in (35) and defining the virtual input uv (Sec-
tion 3.2), from which the object reference trajectory is then derived as in (25).

4.2.2 Follower robot

In order for the followers to estimate the reference trajectory, the solution
in [33] is exploited. Let us denote with χv the stacked vector of the desired

trajectory, that is χv =
[
xv

T ẋv
T ẍv

T
]T

∈ IR3p and with iχ̂v the respective
estimate made by the follower robot i. The following distributed observer is
adopted by the followers







i ˙̂χv =Aχ
iχ̂v−µv,1BχB

T
χP

−1
χ

iν̂v− µv,2sign
(
P−1

χ
iν̂v

)

iν̂v =
∑

j∈Ni, j 6=l

(
iχ̂v −

jχ̂v

)
+ bi

(
iχ̂v − χv

) (39)

where l is the index associated with the leader robot, i belongs to the set
of the follower robots, bi is 1 if the leader belongs to Ni and 0 otherwise,
µv,1, µv,2 ∈ IR are positive gains, Aχ ∈ IR3p×3p and Bχ ∈ IR3p are matrices
selected as

Aχ =







Op Ip Op

Op Op Ip

Op Op Op






, Bχ =

[

Op Op Ip

]T

and P χ ∈ IR3p×3p is a positive definite matrix. By following the same reasoning
as in [33], it can be proved that, under a proper selection of gains, the observer
in (39) guarantees the finite-time leader tracking, i.e. it holds in finite-time Tχ

‖iχ̂v(t)− χv(t)‖ = 0 ∀i 6= l, t ≥ Tχ (40)
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4.3 Distributed low-level control

The control input ui in (1) to cooperatively track the object reference trajec-
tory and control the internal stresses, in the hypothesis of uncertain dynam-
ics (2), is here devised. Let us denote with eint,i the internal wrench error

vector of robot i, i.e. eint,i = hd
int,i − hint,i ∈ IRp, being hd

int,i = Γ ih
d
int, and

let us introduce the following integral error ∆uf,i ∈ IRp

∆uf,i(t) = kf

∫ t

t0

eint,i dτ (41)

with kf ∈ IR a positive scalar regulating the internal wrench control, and the
error vector ex,i ∈ IRp

ex,i(t) = (ix̂v − xi) + kc

∫ t

t0

∑

j∈Ni

(xj − xi)dτ (42)

with kc ∈ IR a positive constant, which is composed of a first term for the
tracking of the object trajectory and a second synchronization term aimed at
limiting the internal forces during the transient phases or due to unmodeled
dynamics. Finally, let us introduce the following auxiliary variables







ζi =
i ˙̂xv + kc

∑

j∈Ni

(xj − xi) + kpex,i ∈ IRp

ζ̃i = ζi − ẋi = ėx,i + kpex,i ∈ IRp

ρi = ζi +∆uf,i ∈ IRp

si = ζ̃i +∆uf,i ∈ IRp

(43)

with kp ∈ IR a positive constant and ∆̂uf,i the estimate of ∆uf,i(t) made by
robot i as

∆̂uf,i(t) =kf

∫ t

t0

êint,i dτ (44)

where êint,i = hd
int,i− ĥint,i which takes into account that the internal wrench

hint,i is not known but only locally estimated as in (37). By extending the
approach in [21], the following control law is proposed

ui = M̂ iρ̇i + Ĉiρi + η̂i +Kssi +∆ui = Y i(xi, ẋi,ρi, ρ̇i)π̂i +Kssi +∆ui

(45)
being Ks∈IRp×p a positive definite matrix and ∆ui ∈ IRp selected as

∆ui =κi(t)si + hd
int,i + ∆̂uf,i + Γ iG

†Gihi + Γ iG
†θi −

1

N
iĥh

=κi(t)si
︸ ︷︷ ︸

a

+hd
int,i + ∆̂uf,i

︸ ︷︷ ︸

b

+Γ iG
†Gihi + Γ iG

†θi −
1

N
hh +

1

N
ih̃h

︸ ︷︷ ︸

c

(46)

with κi(t) ∈ IR a positive time-varying gain, and where
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– a) is a robust term to guarantee convergence of internal forces in the tran-
sient phase and despite model uncertainties;

– b) is a force feed-forward and integral error contribution;
– c) represents, based on (38), the compensation of the contribution to the

external generalized forces made by robot i on the object.

Moreover, the dynamic parameters of robot i are updated as

˙̂πi = K−1
π Y T

i (xi, ẋi,ρi, ρ̇i)
Tsi (47)

with Kπ ∈ IRnπi
×nπi a positive definite matrix.

The analysis of control law ui is provided in the theorem.

Theorem 1 Let us consider N robots with dynamics in (1) for which an
estimate is known as in (2). Let us consider the observer in (39), the control
law in (45) and the parameters update law in (47). Then, it asymptotically
holds xi → xv and eint,i → 0p ∀i = 1, ..., N .

Proof The proof is provided in the Appendix.

5 Simulation results

Table 2 Simulation parameters.

Parameter Value Parameter Value

Mv (eq. (8)) diag{2I3kg, I3kgm
2} ē (eq.(17)) 0.5

Dv (eq. (18)) diag{10I3Ns/m, 8I3Nms} T (eq.(17)) 0.001s

Kγ (eq. (19)) 0.3I6 ∆ (eq.(17)) 0.2s

th (eq. (19)) 1 Kθ (eq. (28)) 800I6

Rh (eq. (9)) 0.5I3 γ (eq. (35)) 300

Rv (eq. (9)) 0.1I6 µv,1 (eq. (39)) 30

Qr,d (eq. (9)) 10 diag{250I3, I3, 250I3, I3} kf (eq. (41)) 0.5

W h,d (eq. (10)) I6 µv,2 (eq. (39)) 25

λ (eq.(15)) 0.998 kc (eq. (42)) 1

P 0 (eq.(15)) 10000I9 kp (eq. (43)) 1

α (eq. (16)) 0.1 Ks (eq. (45)) 1

In this section, results are provided to validate the proposed approach.
Matlab1 environment was adopted to corroborate the theoretical findings in
which both modelling and control were implemented. Moreover, CoppeliaSim2

1 http://www.mathworks.com
2 http://www.coppeliarobotics.com
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R1

R2

R3

Σw

Fig. 4 Simulation setup composed of 3 cooperative robots (Ri, i = 1, 2, 3) rigidly grasp-
ing an object with which a human operator physically interacts; the leader robot (R1) is
highlighted with blue color and the world reference frame Σw is reported.

R1 R3

R2

Fig. 5 Communication graph. Leader robot is highlighted with a blue node.

was adopted to visualize the robots and human motion as in Figure 4; the re-
spective environment is provided at the link3. In detail, the setup shown in
the figure is composed of N = 3 Comau Smart SiX manipulators (6 DOFs)
mounted on mobile bases (2 DOFs) and they rigidly grasp a cylindrical object.
Robots are redundant and it holds p = 6 and m = 3 in Table 1; moreover,
the reduced regressor matrix Y i ∈ IR6×56 (nπi

= 56) in (1) is considered and
a uniformly distributed 5% uncertainty is assumed concerning the robots’ dy-
namic parameters πi, i = 1, 2, 3. For the sake of the implementation on a
real setup, an initial estimation of the robot dynamic model might be ob-
tained by resorting to one of the approaches mentioned in [34]. Furthermore,
it is also required the robots agree on a common reference frame in which the
object trajectory and the estimation of global variables are specified and/or
computed. However, this requirement is common to almost all distributed al-
gorithms and, in the case of mobile manipulators, implies the robots to be able
to localize in a common frame; this can be obtained, for example, by using
passive markers to be detected by on-board vision sensors. The latter can also
be used to estimate the point in which the object is grasped by the human
operator if such an information is not known beforehand.
Concerning the communication graph, shown in Figure 5, bi-directional com-
munication links are considered between robots 1 and 2 and between robots 2
and 3, while robot 1, for example, is set as leader. Finally, the manipulated
object is represented by a cylinder with mass mo = 5 kg, radius ro = 1 m

3 http://webuser.unicas.it/lai/robotica/papers/JINTVREPscene.ttt
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and height ho = 0.05 m. In order to simulate the overall system dynamics,
the Udwadia-Kalaba equation of motion for constrained systems is adopted
which, as done in [35], allows to compute the constraint wrenches h arising
from the robots rigid grasping constraint. In addition, uncertainty on both
the manipulated object model and initial human parameters is introduced. In
particular, for each robot, a uniformly distributed 3% of error is generated
regarding the object dynamic model, while, concerning the initial human pa-
rameters, an uncertainty with normal distribution N (0, 0.3πh,i)∀i ∈ {1, ..., 9},
with πh,i the i th element of vector πh in (4), is introduced.
The objective of the simulation is to achieve the shared control of the object
motion where, as shown in Figure 6, the robots task is to perform a circular

trajectory in xy-plane with radius rc = 1.5 m, center c = [0 0 0.94]Tm and

period Tc = 3.8 s, while keeping the orientation constant, whereas the human
desired configuration coincides with the circumference center, i.e. ph,d ≡ c.
Note that, as assumed for example in [36], a constant human desired mo-
tion is typically considered for human reaching motions. The human operator
force is modeled according to eq. (3) where stiffness Kh and damping Dh

matrices are increased during the simulation time (as discussed below and
shown in Figure 7 with solid lines) in order to dynamically modify the ob-
ject trajectory and make the human leading the motion. Finally, zero internal
wrenches are required, i.e. the stacked vector of the desired internal wrenches
hd
int = [hd

int,1
T hd

int,2
T hd

int,3
T]T ∈ IR18 is hd

int = 018.
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Fig. 6 Representation in 2D (left) and 3D (right) of the robots’ desired position (solid lines
on the left and blue line on the right) and the human desired one (dashed lines on the left
and red star on the right).

A summary video of the simulation results is available at the link4, while
simulation parameters are reported in Table 2. Among them and concerning
the human parameters estimation discussed in Section 3.1, the initial covari-
ance matrix P 0 is set to a high value to denote a high uncertainty on the initial
human parameters, while the values of T and ∆ are selected as in [18]. In ad-
dition, the values of the weighting matrix Qr,d are defined so as to make the

4 https://youtu.be/eQwBT74F1Po



22 Martina Lippi, Alessandro Marino

contribution associated with the robots desired trajectory comparable with
respect to the one associated to the human operator. Finally, the rationale
behind the gain matrix Kθ is, as also stressed in Remark 2, to set it to a
higher value than the low-level control law gains in order to estimate the re-
spective quantity sufficiently fast. The same reasoning applies for the choice
of the gain γ.
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Fig. 7 Evolution of the human parameters dh, kh and ph,d (from the top, solid lines),
respectively, along x, y and z directions and the respective estimates (dashed lines); the
time instant tc ≈ 0.22 s in which the confidence index Ic in (17) becomes 1 is highlighted
by the black vertical line.

Simulation results are reported in Figures 7-16. More specifically, Figure 7
shows the evolution of the human parameters (solid lines) along x, y and z

directions as well as the respective estimates (dashed lines) computed by the
leader robot. In particular, the human stiffness Kh (middle plot) increases
along x and y during the time intervals [2, 8] s and [12, 18] s in order to increase
the leading action of the human. Similarly, an increase of the human damping
(top plot) is simulated during the same intervals as a stabilizing and slowing
down action. In addition, the time instant tc ≈ 0.22s in which the estimate
is assessed reliable according to the confidence index in (17) is highlighted
(vertical black line).

Figure 8 reports the position components pv of the desired object trajectory
(solid bold lines) resulting from the devised strategy (orientation variables are
constant). In particular, as long as the estimate is considered not reliable (t <
tc), the desired object motion is generated according to the admittance model
in (18) and is driven towards the desired position of the human; then, starting
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Fig. 8 Evolution of the position of the virtual model (blue solid lines) along x, y and z

directions compared with the ideal one obtained with the real human parameters πh (red
dashed lines); for the sake of completeness, human (yellow dotted lines) and robot (purple
dotted lines) desired positions and time instant when it holds Ic = 1 (black line) are also
shown.

from time tc, the optimal policy in (11) for the shared control is adopted
which leads to perform a circular trajectory with time-varying radius (< rc)
and time-varying period (< Tc). In detail, the trajectory dynamically adapts
according to the human behavior: the higher the human stiffness, the more
the motion amplitudes reduce, being the human desired position coincident
with the center of the trajectory, i.e. ph,d = [0 0 0.94]T m, as also reported in
the figure (yellow dotted lines); moreover, the higher the human damping, the
slower the resulting motion is. For the sake of comparison, the robots desired
position pr,d is also shown in the figure (purple dotted lines). In addition, in
order to show the effect of human arm parameter estimation on the overall
behavior of the system, the object trajectory obtained in the ideal case of zero
human parameter estimation error, i.e. with πh = π̂h, is reported (dashed
line, denoted with p∗

v) and is shown to be equivalent to the one derived with
the estimated parameters in Figure 7.

Figure 9 (top plot) shows the error ‖lĥh − hh‖ between the real human
wrench hh and the one estimated according to Lemma 2. The figure shows
that the estimated wrench converges to the real one and in finite time accord-
ing to the theory. Therefore, each agent is adopting a consistent estimate for
computing the local control strategy. In the same way, the bottom plot shows
that the internal wrench hint converges to the desired value hd

int since the
error ‖hint−hd

int‖ converges to the origin and required in Problem 1. A zoom
of the evolution of both quantities up to 0.05 s is provided in the plots.
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The purpose of Figure 10 is to show the performance of the two-layer
architecture presented in Figure 2. As explained in previous sections, the
high-level is in charge of defining the object reference trajectory xv which is
the solution of the optimal problem defined in (9). This trajectory represents
the desired trajectory of the object xo to be tracked by the robots. Therefore,
Figure 2 shows that the position ‖xv − xo‖ (top) and velocity ‖ẋv − ẋo‖
(bottom) tracking errors converge to the origin, which means that the real
object trajectory converges to the desired one.
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Fig. 9 Evolution of the human forces estimation error (top) and of the internal forces error
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(bottom).

Finally, the effects of some main parameters of the framework have been
analyzed. More specifically, the influence of the weight matricesQr,d andRv in
the cost function (9) as well as the inertia matrix Mv of the virtual model (8)
has been considered. No plot of the internal wrench is provided in the following
analysis since it is not affected by the considered matrices and for the sake of
space.
Concerning the weight matrices Qr,d, it regulates how much relevance is given
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to tracking the robots trajectory and its effect has been investigated in regard
to the resulting shared motion and human force. In particular, by expressing
Qr,d as Qr,d = diag{Qr,pI3, Qr,oI3, Qr,pI3, Qr,oI3}, Figures 11 and 12 report
the object motion and human force, respectively, obtained by varying Qr,p in
the set {10, 500, 2500, 10000}. For the sake of comparison, the human desired
motion (dotted orange line) and the robots desired one (dotted gray line) are
also shown in Figure 11. The figures make evident that, as the weight Qr,p

decreases, the resulting object trajectory approaches the human desired con-
figuration ph,d, and, accordingly, the human effort decreases since the person
lead the control. On the contrary, the higher the value, the more the resulting
trajectory gets closer to the robots desired circular motion, thus leading to a
major human effort. It follows that the role of human and robots in the shared
control is driven both by the tuning of the static weighting matrices in the
cost function, such as Qr,d, and, dynamically, by the time-varying parameters
of the human arm. No analysis of the weight matrices Qh,d and Rh has been
reported since their effect is dual to the one of Qr,d, i.e. the higher norm the
more the human desired trajectory is pursued with respect to the robot one
and the human force minimized.

As far as the weight Rv is concerned, it regulates how much relevance
is given to the minimization of the robots effort ui. Figures 13 and 14
report the norm of the overall robot efforts and the resulting object mo-
tion, respectively, when varying Rv. More specifically, by denoting with
u = [uT

1 uT
2 · · ·uT

N ]T ∈ IRNp the stacked vector of the robots inputs, Fig-
ure 13 shows how by increasing the weight Rv, the robots control effort, i.e.
‖u‖, reduces. This is achieved, as reported in Figures 14, by slowing down
the trajectory and by decreasing the amplitude of the oscillations. It thus
follows that the higher Rv the more the control effort is reduced at the ex-
pense of lower tracking performance of the desired robot trajectory. As for the
previous parameters, the human desired motion (dotted orange line) and the
robots desired one (dotted gray line) are also shown in Figure 14 for the sake
of completeness. Note that the same trajectory is recorded for all parameters
for t < tc since the weight matrices are only used in the cost function and do
not affect the admittance controller in eq. (18) that is used when the human
estimation is not reliable.

Regarding the inertia matrix, let us formulate it as
Mv = diag{Mv,pI3,Mv,oI3}. The following set of values matrix has
been tested for analyzing its influence: Mv,p = {2, 5, 10, 50, 500}. Figures 15
and 16 report the resulting object motion and the norm of the overall robots’
effort, respectively, when varying Mv,p. In particular, the latter influences
the bandwidth of the virtual dynamics implying that the higher Mv,p the
slower the system’s response will be. This behavior is evident from the figures
where a more dampened motion (see Figure 15), with reduced acceleration,
is obtained as Mv,p grows. This also implies that a lower robots control effort
is required when increasing Mv,p.
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6 Conclusions

In this paper, a general framework to allow a human operator to physically
interact with a multi-manipulator system in a distributed setting has been
proposed. In the devised solution, a virtual dynamics for the manipulated
object has been set whose input is the solution of a LQT problem. In the
latter, both human and robots tasks have been taken into account, with for-
mer estimated, for instance, via RLS. The optimal object trajectory is then
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tracked by robots via a time-varying gain distributed adaptive control that
takes into account several sources of uncertainty. As future work, constraint
optimal control strategies will be adopted at the top level to take into consid-
eration robot constraints [37]. Moreover, the overall approach only takes into
consideration the human interaction wrench, robot and human’s desired tra-
jectory; the overall approach might be modified so as to take into consideration
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also the ergonomics of the interaction. Finally, experiments will be carried out
on a real platform composed of two dual-arm Kinova Movo robots5.

7 Appendix

To prove Theorem 1, let us first derive the closed loop dynamics or robot i.
By folding (45) in (1), it holds

Miṡi=−Cisi−Kssi−∆ui+hi+Yi(xi, ẋi,ρi, ρ̇i)π̃i (48)

Now, let us consider the following Lyapunov function

V =
1

2

N∑

i=1

(

sTi M isi +
1

kf
∆̂uT

f,i∆̂uf,i + π̃T
i Kππ̃i

)

(49)

By virtue of (48) and Property 1, the time derivative of V is

V̇ =
N∑

i=1

(

sTi M iṡi+
1

2
sTi Ṁ isi+∆̂uT

f,ih̃int,i−π̃T
i Kπ

˙̂πi

)

=

N∑

i=1

(

− sTi Kssi +
1

2
(Ṁ i − 2Ci)si + sTi (hi −∆ui)

+ ∆̂uT
f,ih̃int,i − π̃T

i (Kπ
˙̂πi − Y T

i (xi, ẋi,ρi, ρ̇i)si)
)

=

N∑

i=1

(

−sTi Kssi+∆̂uT
f,ih̃int,i−sTi (eint,i + kf ∆̂uf,i +

1

N
ih̃h)

− κi(t)s
T
i si − π̃T

i (Kπ
˙̂πi − Y T

i (xi, ẋi,ρi, ρ̇i)si)
)

(50)

Given the parameters update law in (47), (50) simplifies to

V̇ =
N∑

i=1

(

− sTi Kssi + ∆̂uT
f,ih̃int,i − κi(t)‖si‖

2

− (ζ̃i + ∆̂uf,i)
T(h̃int,i + ∆̂uf,i) +

1

N
sTi

ih̃h

)
(51)

Thus, by choosing

κi(t) >
‖ζ̃i‖

‖si‖2
‖h̃int,i + ∆̂uf,i‖

it holds

V̇ ≤
N∑

i=1

(
− sTi Kssi − ∆̂uT

f,i∆̂uf,i +
1

N
‖sTi

i‖‖h̃h‖
)

5 www.kinovarobotics.com/en/products/mobile-manipulators
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From Lemma 2, ‖h̃h‖ converges to the origin after a finite time Th; then after
this time it holds

V̇ ≤
N∑

i=1

(
− sTi Kssi −

i∆̂uT
f,i

i∆̂uf,i

)

which implies that V̇ is semi-negative definite and, consequently, that V is
bounded. By leveraging the boundedness of V and, then, of si, ∆̂uf,i and π̃i,

it can be easily shown the V̈ is bounded as well. Thus, by virtue of Barbalat’s
lemma, V̇ is uniformly continuous and converges to the origin, as well as si
and ∆̂uf,i = kf

∫ t

t0
h̃int,i dτ (and, therefore, by definition h̃int,i). The main

implication of the latter is that, since because of Lemma 2, h̃int,i converges to
the origin in finite time (that is the internal wrenches estimated via observer
converges to the real one), then also eint,i, ∀ i, converges to the origin.

In view of the expression of si in (43) and since ∆̂uf,i converges to the
origin, it follows

ėx,i + kpex,i = −∆̂uf,i

which represents an asymptotically stable system (in the state variable ex,i)

with vanishing input −∆̂uf,i. Therefore, ex,i asymptotically converges to the
origin. Based on the expression of ex,i in (42), it asymptotically holds

(ix̂v − xi) + kc

∫ t

t0

∑

j∈Ni

(xj − xi)dτ → 0p (52)

Let us now introduce the object trajectory estimate error ix̃v = xv − ix̂v ∈ IRp

and the object trajectory tracking error ev,i = xv − xi ∈ IRp. From (52), it
asymptotically holds

(xv − xi) + kc

∫ t

t0

∑

j∈Ni

(xj − xv − xi + xv)dτ = −ix̃v

which can be rewritten as

ev,i + kc

∫ t

t0

∑

j∈Ni

(−ev,j + ev,i)dτ = −ix̃v (53)

By denoting with x̃v ∈ IRNp and ev ∈ IRNp the stacked vectors of the errors
ix̃v and ev,i, respectively, (53) leads to

ev(t) = −kc(L⊗ Ip)

∫ t

t0

ev dτ − x̃v (54)

in which, from (40), x̃v converges to the origin in finite-time. Finally, since
the communication graph is connected, the immediate consequence of (54)

is that
∫ t

t0
ev,i =

∫ t

t0
ev,j , ∀ i, j which, based on (42) and (52), implies that

ev,i = 0p ∀ i. This completes the proof.
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