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UNIVERSITÀ DEGLI STUDI DI CASSINO E DEL LAZIO
MERIDIONALE

CORSO DI DOTTORATO IN METODI, MODELLI E
TECNOLOGIE PER L’INGEGNERIA

Date: 16/01/2023

Author: Alessandro Sardellitti

Title: Design and development of sensors, measurement

systems, and measurement methods in the NDE 4.0

framework.

Department: DIPARTIMENTO DI INGEGNERIA ELETTRICA E

DELL’INFORMAZIONE

Degree: PHILOSOPHIAE DOCTOR

Permission is herewith granted to university to circulate and to have copied for

non-commercial purposes, at its discretion, the above title upon the request of individuals

or institutions.

Signature of Author

THE AUTHOR RESERVES OTHER PUBLICATION RIGHTS, AND NEITHER THE
THESIS NOR EXTENSIVE EXTRACTS FROM IT MAY BE PRINTED OR OTHERWISE
REPRODUCED WITHOUT THE AUTHOR’S WRITTEN PERMISSION.



THE AUTHOR ATTESTS THAT PERMISSION HAS BEEN OBTAINED FOR THE
USE OF ANY COPYRIGHTED MATERIAL APPEARING IN THIS THESIS (OTHER THAN
BRIEF EXCERPTS REQUIRING ONLY PROPER ACKNOWLEDGEMENT IN SCHOLARLY
WRITING) AND THAT ALL SUCH USE IS CLEARLY ACKNOWLEDGED.



Contents

List of figures viii

List of tables xiii

1 Introduction 1

2 State of the Art 9

2.1 Quality control concept . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Typology of defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Main methods in NDT&E framework . . . . . . . . . . . . . . . . . . 12

2.3.1 Thermographic methods . . . . . . . . . . . . . . . . . . . . . 12

2.3.2 Visual inspections . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3.3 Liquid penetrant methods . . . . . . . . . . . . . . . . . . . . 15

2.3.4 Eddy Current methods . . . . . . . . . . . . . . . . . . . . . . 17

2.3.5 Tomographic methods . . . . . . . . . . . . . . . . . . . . . . 19

2.3.6 Ultrasonic methods . . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 Introduction of NDE 4.0 concept . . . . . . . . . . . . . . . . . . . . 24

2.5 Comments and rationale of the reaseach project . . . . . . . . . . . . 25

3 Eddy Current methods for thickness estimation of metallic plates:

proposed optimizations 28

3.1 Theoretical framework of the analyzed method . . . . . . . . . . . . 31

iv



CONTENTS

3.2 The non-constancy of the α0 parameter and the introduction of the

critical thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2.1 The non-constancy of the α0 parameter . . . . . . . . . . . . 34

3.2.2 The introduction of the critical thickness . . . . . . . . . . . 37

3.3 Analysis of measurement time . . . . . . . . . . . . . . . . . . . . . . 38

3.4 Proposed measurement optimizations: iterative and analytical algo-

rithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4.1 The iterative algorithm . . . . . . . . . . . . . . . . . . . . . 42

3.4.2 The analytical algorithm . . . . . . . . . . . . . . . . . . . . . 43

3.5 Proposed measurement optimizations: multi-sine excitation and in-

terpolation techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.5.1 Proposed Dual-Stage strategy . . . . . . . . . . . . . . . . . . 46

3.5.2 Development and design of the multi-tone excitation signal . 47

3.5.3 Analysis of the proposed interpolation techniques . . . . . . . 49

3.6 Measurement set-up and case studies . . . . . . . . . . . . . . . . . . 51

3.7 Experimental results achieved with the proposed optimizations . . . 53

3.7.1 Experimental results achieved with the iterative and analyt-

ical algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.7.2 Experimental results achieved with the dual-stage strategy . 54

3.8 Final considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4 Introduction of dimensional analysis in Nondestructive Testing

and Evaluation 58

4.1 Theoretical framework and rationale behind the study . . . . . . . . 58

4.2 The Buckingham’s π theorem . . . . . . . . . . . . . . . . . . . . . . 60

4.3 Buckingham’s π theorem in an EC case study: simultaneous estima-

tion of thickness and electrical conductivity of metallic samples. . . . 62

4.3.1 Dimensional analysis in Eddy Current method . . . . . . . . 64

4.3.2 Simultaneous estimate of thickness and electrical conductivity 67

4.3.3 A initial numerical validation of the proposed method . . . . 73

4.3.4 The measurement procedure . . . . . . . . . . . . . . . . . . 75

v



CONTENTS

4.3.5 Case studies and experimental set-up . . . . . . . . . . . . . . 79

4.3.6 Experimental characterization of the proposed measurement

method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.4 Final discussion and remarks . . . . . . . . . . . . . . . . . . . . . . 82

4.5 Metrological characterization of the thickness estimation method

based on Buckingham’s π theorem . . . . . . . . . . . . . . . . . . . 84

4.5.1 Description of the single parameter estimation . . . . . . . . 85

4.5.2 Obtained experimental results in different working conditions 86

5 Enhancing corrosion detection and characterization: an innovative

approach with Pot-Core Eddy Current sensor 92

5.1 Rationale behind the implementation of the pot-cored sensor . . . . 95

5.2 Performance comparison air-cored and pot-cored sensors . . . . . . . 96

5.2.1 Numerical Comparison . . . . . . . . . . . . . . . . . . . . . . 97

5.2.2 Considered case studies and experimental set-up . . . . . . . 101

5.2.3 Experimental Comparison . . . . . . . . . . . . . . . . . . . . 104

5.3 Experimental performance of the pot-cored sensor and discussion . . 109

5.3.1 First scenario: Superficial corrosion . . . . . . . . . . . . . . . 109

5.3.2 Second scenario: Hidden corrosion . . . . . . . . . . . . . . . 113

5.3.3 Third scenario: Corrosion under insulating layer . . . . . . . 115

5.4 Final discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6 Summary and conclusions 119

Summary and conclusions 119

Bibliography 121

Appendices 136

A Buckingham’s π theorem in Ultrasonic Non-Destructive Testing 138

A.1 Introduction and general mathematical setting . . . . . . . . . . . . 138

vi



CONTENTS

A.2 Simultaneous estimation of coating thickness and longitudinal velocity139

A.3 Application of the Buckingham’s π theorem in this case study . . . . 141

vii



List of Figures

2.1 General representation of the results obtain trough the thermo-

graphic instrumentation. . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Non-destructive inspection using the visual inspection technique. . . 14

2.3 Procedure related to liquid penetrant method. . . . . . . . . . . . . . 16

2.4 Eddy current physical principle. It represents: (a) the magnetic

flux when the probe is too far from the conductive sample; (b) the

generation of the eddy currents on the surface of the conductive

plate; (c) the generation of the reaction magnetic flux from the eddy

currents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.5 Depth penetration principle [72]. . . . . . . . . . . . . . . . . . . . . 19

2.6 Representation of the scanning results using computed tomography. 20

2.7 Schematic representation of ultrasonic principle. . . . . . . . . . . . 21

2.8 Graphical representation of ultrasonic wave propagation (a) longi-

tudinal, (b) transverse, (c) superficial, Lamb’s (d) symmetrical and

(e) antisymmetrical. . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1 Representation of the axis-symmetrical coils placed on the infinite,

planar and metallic plate [40]. . . . . . . . . . . . . . . . . . . . . . . 32

3.2 The ∆R/ω ratio as a function of ω. Here σ = 18.8 MS/m and the

probe is described in Section 3.6 [39]. . . . . . . . . . . . . . . . . . . 34

3.3 Complete behaviour of α(∆) for the probe of Section 3.6 (blue line),

together with its constant approximation (α0 = 126.28 m−1) valid

for small ∆/D (black line) [39]. . . . . . . . . . . . . . . . . . . . . . 37

3.4 Geometrical definition of the critical thickness ∆c (a); at any higher

slope (δmin < δc) of the straight line we have only one intersection

in the interval [0,∆c] (b) [39]. . . . . . . . . . . . . . . . . . . . . . . 38

3.5 Representation of Integration Time (IT ) and Delay (Dl) in a swept-

sine application during the transition from the frequency f to the

frequency f +∆f (where ∆f is the chosen frequency resolution) [40]. 41

viii



LIST OF FIGURES

3.6 Evidence of the convergence of the iterative solution. For any initial

point smaller than the second roots ∆s the algorithm converges to

the primary root ∆p < ∆c. After ∆s the iterative scheme does

not converge. Since the value of ∆sn is not known, the iteration is

initialized with ∆1 < ∆c [39]. . . . . . . . . . . . . . . . . . . . . . . 43

3.7 Plot of the percentage relative error on the estimate of the thickness,

as a function of the number of iterations [39]. . . . . . . . . . . . . . 44

3.8 Operation flow-chart behind the dual stage strategy [40]. . . . . . . . 47

3.9 Block diagram of the adopted measurement set-up [39]. . . . . . . . 51

3.10 Eddy Current Probe geometry. The coil windings (blue) together

with the plastic holder in (yellow) [39]. . . . . . . . . . . . . . . . . . 52

4.1 Representation of the axis-symmetrical ECP placed on the metallic

sample with their geometrical characteristics [52]. . . . . . . . . . . . 65

4.2 Level curves for π̄1: (a) Re{π̄1}, (b) Im{π̄1}, (c) |π̄1|, and (d) π̄1.

The level curves have been plotted at constant step, i.e. the differ-

ence between the values for two consecutive level curves is constant.

Smaller gradients are found where the distance between the curves

increases [52]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3 Intersection of level curves from the mutual impedance measured

at an individual prescribed frequency. The sample has an electrical

conductivity of 18 MS/m and a thickness of 2 mm. The frequency

is 1650 Hz [52]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.4 Intersection of level curves from the mutual impedance measured at

five different frequencies. The sample has an electrical conductivity

of 18 MS/m and a thickness of 2 mm. The frequencies are 650, 1150,

1650, 2150 and 2650 Hz [52]. . . . . . . . . . . . . . . . . . . . . . . 71

4.5 Representation on the normalized plane of the frequency measure-

ments obtained in the case of sample with thickness of 2 mm and elec-

trical conductivity of 18 MS/m for the level curves Re{π̄1}, Im{π̄1},
|π̄1|, and π̄1 using five different excitation frequencies [52]. . . . . . 72

4.6 The level curves above the curve π2π3 = 3 are almost vertical [52]. . 73

4.7 The different regions of operations. The basic constraints π3 ≫ 1,

π2π3 ≪ 1 and π3 ≪ 1 are represented as π3 ≥ k, π2π3 ≤ 1/k and

π3 ≤ 1/k, being k ≫ 1. Here k = 10 [52]. . . . . . . . . . . . . . . . . 74

4.8 Eddy Current Probe placed on a conductive plate with its geomet-

rical characteristics [53]. . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.9 Intersection points obtained on π2, π3 plane considering a set of fifty

numerical tests at 500(red), 1000(blue), 1500(green), 2000(magenta),

2500(cyan) Hz and different noise levels [53]. . . . . . . . . . . . . . 75

ix



LIST OF FIGURES

4.10 Intersection points obtained on σ, ∆h plane considering a set of fifty

numerical tests at 500(red), 1000(blue), 1500(green), 2000(magenta),

2500(cyan) Hz and different noise levels [53]. . . . . . . . . . . . . . 76

4.11 Operation flow-chart behind the ∆h− σ estimation process. . . . . . 78

4.12 (a) Behaviour of the mean relative error (ϵrf,∆h) and (b) the cor-

responding relative standard deviation (stdϵrf,∆h
) for the estimated

thicknesses at different frequencies and for all the considered metallic

samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.13 (a) Behaviour of the mean relative error (ϵrf,σ) and (b) the cor-

responding relative standard deviation (stdϵrf,σ ) for the estimated

thicknesses at different frequencies and for all the considered metallic

samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.14 Representation of the various estimation methods that can be im-

plemented using a dimensional analysis approach. . . . . . . . . . . . 85

4.15 Behaviour of the mean absolute relative error (ϵrf,∆h) for the es-

timated thicknesses at different frequencies and for the considered

conductive samples. The blue line represents the ϵrf,∆h trend in the

case of simultaneous double estimation (ϵrf,∆h(∆ − σ)) carried out

in the previous Section and in [52], while the red line represents the

ϵrf,∆h trend in the case of single estimation (ϵrf,∆h(∆)) [54]. . . . . 90

4.16 Behaviour of the standard deviation of the mean absolute relative

error (stdϵrf,∆h
) for the estimated thicknesses at different frequencies

and for the considered conductive samples. The blue line represents

the stdϵrf,∆h
trend in the case of simultaneous double estimation

(stdϵrf,∆h
(∆ − σ)) carried out in the previous Section and in [52],

while the red line represents the stdϵrf,∆h
trend in the case of single

estimation (stdϵrf,∆h
(∆)) [54]. . . . . . . . . . . . . . . . . . . . . . . 91

5.1 Pot-cored sensor representations [56]. . . . . . . . . . . . . . . . . . . 97

5.2 Surface representation of the eddy current density distribution at

excitation frequency 10 Hz: (a) air-cored sensor; (b) pot-cored sensor. 99

5.3 Representation of the superficial eddy current density distribution

at excitation frequency 10 Hz for the compared sensors. . . . . . . . 100

5.4 Representation of the magnetic flux distribution in the z-axis direc-

tion (Bz) at excitation frequency 10 Hz : (a) air-cored sensor; (b)

pot-cored sensor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.5 Representation of the corroded area in the case of (a) uncoated and

(b) coated sample [56]. . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.6 Block diagram of the adopted experimental set-up [56]. . . . . . . . . 103

x



LIST OF FIGURES

5.7 Average trends obtained using the air-cored sensor for superficial

corrosion on uncoated samples in the different analyzed cases (no

corrosion, 1 month exposure time and 10 months exposure time). . . 105

5.8 Average trends obtained using the pot-cored sensor for superficial

corrosion on uncoated samples in the different analyzed cases (no

corrosion, 1 month exposure time and 10 months exposure time). . . 105

5.9 Uncertainty range with 95% confidence level of Re(∆Ġ) and Im(∆Ġ)
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Chapter 1

Introduction

Industry 4.0 represents the integration of advanced technologies, data analysis and

real-time monitoring to transform manufacturing processes [1, 2].

In recent years, production processes have developed increasingly stringent qual-

ity standards and there is a growing need to carry out not just spot inspections, but

continuous and comprehensive checks on the produced samples. Quality control

methods ensure that metallic and composite products meets the specified parame-

ters, minimizing variations and defects. The real strength lies in the early detection

of defects; indeed, using IoT sensors, artificial intelligence and data analysis, de-

viations from design or project parameters can be quickly identified, preventing

problems from arising and reducing waste [3].

Process optimization is crucial in this environment. Sensors accurately track

factors such as temperature, pressure, composition and sample geometry during

production, and subsequent data analysis leads to adjusted process parameters

that produce optimal material properties and minimal defects.

Another important factor is predictive maintenance, it ensures the reliability of

production machinery. Sensors and data analysis work together to predict main-

tenance needs, avoiding unplanned downtime that could interrupt production and

compromise quality [4].

Industry 4.0’s focus on efficient customization is based on quality inspection’s

ability to adapt processes to meet the unique requirements of samples while main-

taining demanding quality standards. In this context, cost savings emerge as a

natural consequence. Defect reduction, optimized processes and reduction of re-

jection rates translate to substantial savings that can be reinvested into process

enhancements.

Essentially, quality control is the foundation of Industry 4.0. By merging ad-

vanced technologies and data analysis, manufacturers can not only meet stringent

1



Introduction

quality requirements in the production of metallic and composite materials but also

unlock efficiency, minimize defects and secure a competitive edge in the modern

manufacturing scenario.

In the framework of quality control, Non-Destructive Testing and Evaluation

(NDT&E) methods play a key role. The importance of NDT&E lies in its abil-

ity to detect defects, imperfections or irregularities that could compromise the

performance of products or systems without altering the physical and chemical

characteristics of the product being analyzed [5, 6]. Through the application of

these methods, the integrity, safety and reliability of materials, components and

structures is ensured.

Many parameters can be analyzed using these methods:

• geometrical parameters of the sample. For example, the thickness parameter

is indicative of how the mechanical forming process is performing (such as

pressing processes, rolling etc.) and determines the structural characteristics

of the produced sample [7–9];

• parameters that define the chemical composition of the sample. For instance,

the electrical conductivity determines the quality of the part in the molding

(in the case of metallic materials) [10–12] and curing (in the case of composite

materials) processes [13, 14];

• parameters that indicate the degradation of the sample, an example is the

loss of material that occurs in the case of corrosion processes [15–17];

• the presence of superficial or subsurface cracks [18–20] or delamination [21,

22] that may occur during the production or working phase.

All these parameters determine the quality and remaining lifetime of the sample

under analysis.

These issues have been studied within the NDE community for a long time and

there are now many technologies and methodologies that provide good accuracy.

The challenge that this research project aims to solve is to identify methodologies

that are in line with the context of NDE 4.0. This context is made of very low-

cost sensors, based on minimizing the use of human operators then with sensors

integrated into automated measurement systems that can manage the measurement

process and optimize measurement time and processing [23–25].

In conclusion, the challenge of the research project was to create sensors, mea-

surement systems, and methodologies that have the purpose of applicability in the

NDE 4.0 context.

In the first phase of the research project, the study of the geometric parameters

of greatest interest in the industrial and research area was realized. In this context,

2



the thickness of metallic samples was observed to be an important parameter in

the context of industrial quality control.

Thickness measurements have a key role in many industrial applications related

to metallic plates because they provide information about the quality of both the

manufacturing process and the realized product in term of structural strength and

elasticity. These aspects are fundamental in all those application fields, such as in

automotive, aerospace or civil, where the integrity of the metallic plates components

has a direct impact on the safety of human beings.

Methods currently used in quality control in industry were studied; at the mean-

time, methods that showed the greatest potential in terms of measurement accuracy

and integrability in automated measurement systems were identified.

In the actual industrial practice, some metrological checks are carried out by

using touch-trigger probes [26]. These measurements are time-consuming and un-

suitable for integration within the in-line and real-time quality control measurement

systems. Other options concern laser-based measurement methods, we highlight

that they allow in-situ measurements with very good measurement accuracies, but

the higher cost of the instrumentation has a major impact on the overall product

cost [27, 28]. Ultrasound methods are usually adopted in quality control pro-

cedures. These methods allow to obtain good measurement accuracies but they

usually require the coupling materials (e.g. water, gel etc.) that impose an expen-

sive procedure for cleaning the sample, the use of expensive measurement systems

[7, 29–31] and the presence of qualified technicians to perform the test. All these

aspects make this kind of test not suitable for inline thickness monitoring during

the manufacturing phase. Several research groups are investigating the possibility

offered by Eddy-Current (EC) methods, which typically assure low costs, simple

probes, and easy integration to online, real-time, and automated measurement

systems.

Inside the broad field of the EC methods proposed in the literature, there

are several methods that allow the estimation of thickness by means of a multi-

frequency analysis [7–9, 32–34] or pulsed eddy current analysis [35–37].

In particular, in [32–34], Yin et al. proposed and optimized measurement probes

and processing algorithms suitably developed for non-magnetic materials able to

give accuracy compatible with industrial quality standards and a good robustness

to lift-off variations. In detail, using different combinations of coils to perform the

generation and detection of the excitation and reaction magnetic flux respectively,

Yin et al. compared measurements performed both in air and on the sample under

test to estimate the thickness of planar samples. Although the methods proposed

[32–34] appear to be promising, they have some limitations in terms of applica-

bility in the aforementioned context of real-time, in-line measurements with good,
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constant measurement accuracy over the entire range of thicknesses analyzed.

Firstly, the method proposed in [32] is highly efficient, but it relies on the

constancy of a certain parameter (α0). Unfortunately, as discussed in next Sec-

tions, this parameter is highly dependent on the thickness of the analyzed metallic

plates, and it can be maintained constantly only asymptotically for thicknesses

much smaller than the size of the eddy current probe. This makes the method not

applicable for thick samples or in the presence of curved surfaces. For instance, in

the latter case, there are two main constraints: (i) the probe has to be much larger

than the thickness of the samples and (ii) the probe has to be much smaller than

the curvature of the samples, to approximate the surface of the sample by means

of its tangent plane, in a neighborhood of the probe itself.

Secondly, in [32–34], the key feature for estimating the thickness of plates is the

value of the frequency where a proper quantity achieves its minimum value (∆R/ω).

To get proper accuracy in measuring the thickness of the sample under test, this

minimum needs to be located in an accurate manner. In turn, this requires several

measurements at different frequencies with high frequency resolution which makes

the approach time-consuming and not suitable for almost real-time applications.

In order to solve the first limitation, in [38, 39] was provided a deep, complete,

and more general theoretical framework for the method proposed in [32], allowing

it to be extended to a broader class of thickness measurements. From the technical

perspective, it was proved that the critical constant parameter α0 has to be replaced

by a new function α = α(∆), which depends on the thickness (∆). With this

“minimal” modification, the method’s range of applicability was extended while

identifying its underlying physical limit. Two algorithms were developed to make

the optimal use of the identified variable α = α(∆). The first algorithm is iterative

and is conceived for applications where the unknown thickness ranges from 0 up to

the theoretical limit of the method. The second algorithm is based on a polynomial

approximation of α(∆) and provides the thickness as the solution of an algebraic

equation of the same degree as the approximating polynomial.

For the second limitation, in [40] was proposed a strategy with a multi-tone and

interpolation combination. In particular, a multisine excitation signal approach

was applied to collect the data onto a proper set of frequencies then appropiate

techniques were applied in order to interpolate the data at all the frequencies

required to locate accurately the minimum of the response. The combination of

the multisine signal to allocate efficiently the measurement frequencies with the

data interpolation results in a reduction of the number of required measurements

and, in the ultimate analysis, of the overall measurement time. Specifically, the

measurement time for a typical situation was reduced from 13 to 2.66 seconds with

a similar level of accuracy to that represented in [32].
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For the optimization proposed in [38–40], in view of its applicability in an

industrial context, a patent application was also submitted [41].

From the knowledge acquired during the first part of the research project, in

the second part, more attention was paid to the variables that usually influence

the estimation of thickness and in general in the context of NDT&E.

Problems related to NDT&E typically involve several variables. As a matter of

fact, the result of an NDT&E test depends on (j) the probe’s parameters (geometry,

materials, ...), (jj) the geometrical and the physical characteristics of the sample

under testing (e.g. thickness, electrical conductivity, magnetic permeability etc.)

and (jjj) the parameters describing the geometrical relationship between the probe

and the sample under testing (e.g. lift-off, tilt angle etc.). From the experience

gathered in this context [38–40], the number of variables involved and the correlated

nature of these variables (e.g., excitation frequency or electrical conductivity and

thickness of the sample) make an NDT&E problem difficult to handle.

To this purpose, a methodology that can systematically reduce the analysis

complexity of the problems by decreasing the number of variables involved can

play a very important role. For instance, this reduction of the number of variables

has a major impact when a physical problem is modelled either via a numerical

approach or via a machine learning approach [42–44]. In both cases, there is an

exponential reduction in the number of required numerical simulations or the size

of the training database.

In this context, dimensional analysis is a mathematical tool for analyzing prob-

lems involving physical quantities [45, 46]. Dimensional analysis can be used to

simplify complex equations by highlighting the fundamental quantities that de-

scribe a problem. In particular, by analyzing only the physical dimensions of the

variables involved in an equation, a smaller number of fundamental quantities de-

scribing the original problem can be determined. This simplifies the calculation of

the solution to the original problem.

Among the various tools available, the Buckingham’s π theorem represents a

widely used tool in the literature [47–50]. It states that a certain physical relation

of n variables can be rewritten in terms of p dimensionless parameters, defined as

π groups, where p = n− k, with k number of physical dimensions involved [51].

This research activity brought the application of the Buckingham π theorem to

the NDT&E community for the first time [52–54].

In addition to an initial study of the method’s applicability in the context of

NDT&E using ultrasonic methods, several advantages were also shown in the case

study of the simultaneous estimation of the thickness and electrical conductivity

of metallic materials. In particular:

• Buckingham’s theorem makes it possible to reduce the number of variables to
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be considered, thus leading to a reduction in the computational complexity

of the problem;

• it makes it possible to establish the structure of the relationships existing

between the variables involved;

• the proposed procedure is compatible with applications in which simultaneous

estimation is required under on-line and real-time industrial conditions with

excellent accuracy.

This specific application was chosen because the thickness estimation methods

usually presented in the literature require a priori knowledge of the electrical con-

ductivity of the metallic sample [32], which is not always known. In addition, the

electrical conductivity of metallic material is a good feature to estimate the good-

ness of the heat treatment and it is related to mechanical characteristics such as

hardness, toughness, and tensile strength [10–12].

In particular, the research activity has given to the NDT&E community these

major contributions:

• a proper relationship in terms of dimensionless groups among the measured

quantity and the physical variables affecting it, in a frequency domain EC

experiment. It was assumed that the measured quantity is the self or mutual

impedance of the probe. This assumption is not restrictive of the generality

of the method;

• a method together with its algorithm counterpart for the simultaneous es-

timation of the thickness and electrical conductivity by using dimensionless

groups;

• a versatile experimental set–up for the simultaneous estimation of the thick-

ness and electrical conductivity, based on single-frequency or multi-frequency

measurements.

Also in this activity, for the methods proposed and results shown in [52–54], in

view of its suitability in an industrial context, a patent application was submitted

[55].

It is useful to make a few brief remarks regarding the applicability of the two

measurement systems and methods described previously.

The measurement systems suggested by optimizing Yin et al. techniques and

employing dimensional analysis can be seen as complementary and can find suit-

able applications within industrial settings. Concerning the measurement system

recommended through the optimization of Yin et al. methods, it allows for the
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realization of a portable measurement system, as the analysis of metal samples can

be conducted through experimental calibration.

On the other hand, the measurement system proposed by dimensional analy-

sis entails an initial numerical simulation phase in which the boundaries are es-

tablished. Consequently, this system also relies on the support of a numerical

simulator. As a result, the measuring system could be tailored for use within an

automated production facility.

In the final part of the project, a research activity was carried out in collab-

oration with the Sensors and NDT lab of the School of Electrical and Electronic

Engineering of Newcastle University, Newcastle upon Tyne, United Kingdom.

The activity concerns the detection and characterization of atmospheric cor-

rosion on mild steel materials [56]. Corrosion is a widespread problem in various

industrial and civil environments. It refers to the deterioration of materials, usually

metals, caused by chemical reactions with the surrounding environment [15–17]. It

is a massive and costly problem that can lead to structural failure, safety hazards,

environmental contamination and significant financial losses [57].

Early detection and characterization of corrosion are crucial in various sectors

and applications for several reasons and they are the basis of the Structural Health

Monitoring (SHM) concept [58, 59]. One of the main reasons is safety, in fact,

in sectors such as aerospace, transport and oil and gas, corrosion can compromise

the structural integrity of equipment, vehicles and infrastructure. Early detection

of corrosion can help prevent accidents, equipment failures and potential disasters.

Other significant factors include cost savings, environmental conservation, longevity

of infrastructure and products, etc.

In order to realize low-cost and low-power sensors suitable for continuous or

periodic remote monitoring, EC methods show to be suitable with the required

characteristics as the measurement systems need low-cost sensors with low-power

consumption and they can perform non-contact measurements with an easy readi-

ness to realize sensor arrays that can cover larger areas.

In this research activity, the focus was on the hardware section of the measure-

ment system usually adopted in EC methods while the measurement method was

based on the swept-frequency approach as described in the previous research ac-

tivities. In particular, the aim was to develop a low-cost optimized sensor that can

estimate the early stages of superficial and hidden corrosion with good accuracy

and low-power consumption. To this purpose, an innovative eddy current pot-cored

sensor was proposed.

The pot-cored consists of a magnetic shielding ferrite core that has a closed

magnetic path. It is used to concentrate the magnetic flux on the surface of the

sample under test by decreasing the magnetic flux leakage into the air. In addition,
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it reduces the edge effects that usually affect the results in EC methods [60–63].

In particular, the major contributions of this activity were related to:

• a numerical and experimental analysis in which a comparison was carried out

between a common air-cored sensor and the proposed pot-cored sensor;

• a complete characterization of the proposed pot-cored sensor under differ-

ent analysis conditions including superficial corrosion, hidden corrosion and

corrosion under insulating layers;

• an experimental set–up for the estimation of the corrosion state, based on

single-frequency or multi-frequency measurements.

Compared with the scientific works already established in the literature, the

sensor proposed in this research activity offers two main advantages. The first one

is related to the excitation current required to achieve good measurement capability.

In fact, it is much lower with respect to commonly used air-cored sensors. This

aspect gives the possibility of using a single-frequency excitation approach allowing

the sensor to be easily integrated into remote monitoring systems. The second

one is the integration of a Tunnel Magneto Resistance (TMR) sensor allows the

measurement system to carry out analysis of very low excitation frequencies, thus

enabling analysis with a greater depth of penetration.

The thesis is structured as follow: Chapter 2 describes the state of the art

related to the NDT methods, concepts relating to NDT&E 4.0 and the basics of

quality control are described. The optimization methods for thickness estimation

are extensively described in Chapter 3, while Chapter 4 shows the dimensional

analysis in case studies of interest. In Chapter 5, the sensor and measurement

method development related to the detection and characterization of corrosion

states is described. Finally, in Chapter 6 there are the conclusions of the research

project.
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Chapter 2

State of the Art

2.1 Quality control concept

In today’s industrial scenario, the concept of quality control has taken on a whole

new dimension with the advent of Industry 4.0. This transformation era, character-

ized by the integration of cutting-edge technologies, data-driven decision-making,

and interconnected processes, has ushered in a revolution in the manufacturing

sector. Quality control, long considered a cornerstone of production, has been rede-

fined and elevated to unprecedented levels of precision, efficiency, and effectiveness.

As industries worldwide embrace the potential of Industry 4.0, the way products

are inspected, validated, and optimized is undergoing a depth transformation.

Quality control has always been an essential aspect of manufacturing. It involves

a series of systematic processes and measures implemented to ensure that products

meet or exceed specified standards and customer expectations. Historically, quality

control was primarily reliant on manual inspections, sampling techniques, and sta-

tistical analysis. While these traditional methods have been successful in maintain-

ing product quality, they often suffered from limitations such as time-consuming

inspections, human errors, and the inability to detect subtle defects in complex

products.

The advent of Industry 4.0, driven by technologies like the Internet of Things

(IoT), artificial intelligence (AI), machine learning, and big data analytics, has

revolutionized the landscape of quality control. These technologies have enabled

the creation of smart factories where machines, equipment, and systems commu-

nicate with each other in real-time. Sensors and connected devices collect vast

amounts of data throughout the production process, providing manufacturers with

unprecedented insights into their operations.
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One of the most significant transformations brought about by Industry 4.0 is

predictive quality control. Instead of relying solely on post-production inspections,

manufacturers can now anticipate and prevent defects before they occur [1, 2].

Machine learning algorithms analyze real-time data to identify deviations from the

norm, enabling proactive adjustments to manufacturing processes. This not only

reduces the likelihood of defective products reaching customers but also optimizes

resource utilization and minimizes waste [3, 4].

Furthermore, the concept of “zero-defect manufacturing ”has become a tangible

goal in the Industry 4.0 era. Through continuous monitoring and real-time feed-

back loops, manufacturers can maintain consistent product quality throughout the

production cycle. Automated quality control systems can perform complex inspec-

tions with unmatched precision, detecting defects at microscopic levels that were

previously impossible to identify. This level of accuracy enhances product reliabil-

ity and safety, essential in industries like aerospace, automotive, and healthcare.

Industry 4.0 has also elevated quality control to the role of customer focus. With

increased connectivity, manufacturers can gather valuable feedback from end users,

incorporating their preferences and suggestions into product design and production

processes. This level of customer engagement not only fosters brand loyalty, but

also allows for agile adaptation to changing market demands.

In conclusion, the integration of Industry 4.0 technologies into quality control

processes represents a paradigm shift in manufacturing. The era of smart fac-

tories, predictive quality control, and customer-centric production has dawned,

offering manufacturers unprecedented opportunities to enhance product quality,

reduce costs, and stay competitive in an increasingly dynamic global marketplace.

This transformation underscores the importance of embracing and harnessing the

power of Industry 4.0 to redefine the way we approach and achieve quality control

in modern industry. As we enter this revolution, we must explore the nuances,

challenges and limitless possibilities that await us on the road to manufacturing

excellence.

2.2 Typology of defects

Defects occurring within materials are numerous and may depend on the most

different causes; they may pre-exist within the material, be a consequence of the

processing to which they are subjected, or they may depend on the operation to

which they are disposed. The wide variety of defects highlights the difficulties

encountered by operators in the field and underlines the constant development of

multiple investigation techniques, each with its own specific characteristics and

therefore with the natural predisposition to be applied to the particular case. De-
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fects can creep into the production process, giving rise to two distinct types of

defects: manufacturing defects and operating defects. Understanding the shades of

these defects is crucial to maintaining product quality, ensuring safety and main-

taining consumer confidence.

Production defects are essentially the unwanted intruders that enter the prod-

uct creation process, often unbeknownst to those responsible for its creation. These

defects occur during the various stages of production, from initial design and mate-

rial selection to manufacturing, assembly and quality control. They can result from

a multitude of factors, including human error, equipment malfunction or material

deficiencies [64]. A common source of production defects is the lack of adherence

to established quality control measures. When these guidelines are not strictly

followed, even the most well-conceived designs can be marred by defects. For ex-

ample, a small oversight in the calibration of a cutting machine can cause uneven

edges on a metal component, rendering it unfit for its intended purpose.

In addition, material defects can also play a significant role in manufacturing

defects. Materials that do not conform to required standards can cause struc-

tural weaknesses, corrosion or other vulnerabilities in the final product. This is

of particular concern in sectors where safety is paramount, such as aerospace or

automotive.

On the other hand, operating defects are latent issues that become apparent

only when a product is in use. Unlike manufacturing defects, which are inherent

to the product’s creation, operating defects may remain dormant for an extended

period, escaping detection during quality control checks. These defects can be

caused by various factors, including wear and tear, design limitations, or envi-

ronmental conditions [65]. Operating defects can also emerge due to unexpected

interactions between components. In complex systems such as computers or in-

dustrial machinery, the interaction between numerous parts can lead to unforeseen

defects that were not apparent during the production phase of the product. Iden-

tifying and correcting these defects often requires extensive diagnostic procedures

and specialised expertise.

In conclusion, different defect types can be detected and characterized in indus-

trial scenario. In order to detect defects in an invasive, non-destructive manner,

thus reducing costs and the amount of discarded material, the tests usually applied

involve the world of Non-Destructive methods. The next subsection will give a

brief overview of the most commonly used methods in industry environment.
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2.3 Main methods in NDT&E framework

The considerable variety of defects coupled with the different nature of the mate-

rials used to produce the final products, which have the most varied shapes, has

led to the development of a considerable number of NDT&E investigation meth-

ods. Therefore, making a detailed distinction on the applicability of each NDT,

depending on the field of use, is a very onerous and arduous task to undertake. In

fact, it is often preferred to classify NDT&E investigation techniques according to

the performance they can guarantee. In this respect, a broad classification can be

made into:

• techniques for superficial investigations: suitable for examining materials only

at a superficial level (for example [13, 14, 19, 20];

• techniques for volumetric investigations: suitable for detecting discontinuities

within materials (for example [29–31];

• techniques for global investigations: suitable for verifying the state of a com-

ponent as a whole (for example [66, 67]).

Another conditioning factor is related to the kind of material tested, as not

all methods are suitable for investigating the wide range of materials used in all

fields requiring NDT&E investigation. The following is an overview of the most

commonly used techniques in the various industrial sectors.

2.3.1 Thermographic methods

Thermography is a sophisticated and versatile inspection method that utilises the

principles of heat transfer to detect and assess defects and anomalies in a wide

range of materials and structures. This non-invasive technique has been widely

accepted in various industries, including aerospace, manufacturing, construction

and preventive maintenance, due to its ability to provide valuable information on

the integrity and performance of components and systems.

At its core, thermographic NDT relies on the fact that materials respond differ-

ently to heat, and variations in temperature can be indicative of underlying defects.

The key principles involved in this method include:

• Heat generation: an external heat source, such as a heat lamp, infrared

heater, or even natural sunlight, is used to heat the surface of the material

or structure under inspection;

12



2.3 Main methods in NDT&E framework

Figure 2.1: General representation of the results obtain trough the thermographic
instrumentation.

• Thermal conductivity: different materials conduct heat at different rates.

Internal flaws, such as cracks, delaminations, or voids, often have different

thermal conductivities than the surrounding material. This leads to varia-

tions in heat flow at defect locations;

• Infrared detection: an infrared camera or thermal imaging device is employed

to capture the temperature distribution on the surface of the material. These

devices can detect even minor temperature differences with high precision.

• Data analysis: the thermal images are analyzed using specialized software.

Variations in temperature are processed and visualized as thermal patterns

or anomalies, which can indicate the presence and location of defects.

All the procedures and instrumentation that can be used for certified thermo-

grafic NDT&E are represented in the standards UNI ISO 18434-1:2011 and UNI

EN 16714-2:2016 [68, 69].

This method has certain advantages. For example, it is a non-contact method,

i.e. it does not damage the material or structure being inspected during testing.

Furthermore, the method provides rapid results that make it suitable for both

production environments and field inspections. The method’s wide applicability

has recently been demonstrated; it is adopted in all sectors, from automotive to

civil.

2.3.2 Visual inspections

Probably the most important method of non-destructive investigation of any object

is visual examination. In fact, in a broad sense, all results of any method of

investigation must be visualized by the operator for recording and interpretation.
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However, visual examination only means the inspection of objects with the naked

eye or with the aid of low-magnification lenses or endoscopes.

The principle is based on the use of light as a means of detecting defects. By

analyzing the direction, amplitude and phase of light reflected or scattered from

the surface of an opaque object, or transmitted within a transparent medium,

information on the physical state of the object under examination can be obtained.

Although it is the most natural method, it requires a fair amount of observational

aptitude and considerable experience to reveal all potentially useful information to

the operator. Examination with the naked eye alone is also much more complex

than one would think and requires a good knowledge of optics and illumination.

Figure 2.2: Non-destructive inspection using the visual inspection technique.

Visual inspections, as also suggested by the reference standard UNI EN 13018

[70], are generally divided into:

• direct visual examinations: used when there is the possibility of visual access

(with the naked eyes) at a distance of no more than approximately 60 cm

from the surface under examination and at an angle of no less than 30°;

• remote visual examinations: used when there is no possibility of direct access

to the surface under examination. More or less sophisticated equipment is

used for this purpose, such as mirrors, telescopes, endoscopes, fibre optics,

video cameras, etc. In any case, whatever the means used, the instruments

must have a resolution at least equivalent to that of the human eye.

This method is advantageous, as it allows for the identification of a significant

number of defects such as cracks, corrosion, colour changes due to overheating,
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erosion, deformation, irregularities in surface finish, assembly errors of mechanical

systems, dimensional variations, etc. On the other hand, one of the main limitations

is that only surface defects can be detected, and the technical competence and

experience of the inspection personnel are essential to ensure the sensitivity and

reliability of the result.

2.3.3 Liquid penetrant methods

Liquid penetrant (LP) methods are between the simplest and least expensive NDT

for detecting discontinuities and cracks of various types. It proves to be a very

practical method, as it can be applied to any type of non-porous material. It con-

sists of spreading a special liquid on the surface under examination, usually oily

and of variable and/or fluorescent colour, with low surface tension, good “wetta-

bility ” and special physical properties that allow it to penetrate discontinuities

by capillarity. After removing the excess liquid from the piece under examination,

by washing it with cold running water, a special absorbent material, known as a

detector, is applied to the entire surface to be examined. An absorbent material,

called a detector, which carries the liquid introduced into the discontinuity in such

a way as to leave a more visible mark than the defect that generated it and thus

provide an indication of the same.

Compared to visual inspection, this method makes it easier for the operator to

assess defects, essentially because the indications provided are significantly larger

than the size of the defect. significantly larger than the size of the defect, which

makes it possible to detect even cracks that are below the resolution threshold.

The normative reference for the liquid penetrant technique is UNI ISO 3452-1:2021

[71]; it defines the test execution steps in detail (see Fig.2.3):

• Surface preparation: the first step is to thoroughly clean the surface of the

material being tested. Any contaminants, such as dirt, grease, oil, or paint,

must be removed to ensure the penetrant can properly access the defects;

• Application of penetrant: a colored or fluorescent liquid penetrant, often

called the ”penetrant,” is applied to the surface of the material. This pene-

trant is highly visible and can seep into any open or surface-breaking defects;

• Dwell time: the penetrant is allowed to dwell on the surface for a specified

period, typically 10 to 30 minutes. During this time, the penetrant is drawn

into any cracks, voids, or other imperfections via capillary action;

• Excess penetrant removal: after the dwell time, excess penetrant is carefully

removed from the surface. This is usually done by wiping or rinsing with a

solvent. The penetrant that has entered defects remains in place;
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• Developer application: a white, absorbent developer is then applied to the

surface. The developer draws the trapped penetrant out of any defects, caus-

ing it to bleed onto the surface. This makes the defects visible and forms a

contrasting background against the penetrant;

• Inspection: the surface is inspected visually under appropriate lighting condi-

tions. Defects are identified as colored indications against the white developer

background or as fluorescent indications under ultraviolet (UV) light when a

fluorescent penetrant is used;

• Evaluation: the size, shape, and location of the indications are carefully

examined and evaluated to determine their significance. Not all indications

found may be defects; some may be harmless surface anomalies;

• Documentation: the findings are documented, and a report is generated,

detailing the location and characteristics of any defects found during the

inspection.

Figure 2.3: Procedure related to liquid penetrant method.

Surface preparation is one of the most critical steps, as any traces of water, oil,

grease or other substances that may impede or limit the access of the penetrat-

ing liquid inside the defects must be completely removed. The Standard imposes

certain precautions to be taken in the different stages of inspection, for example

for example, the penetration time must be between 5 and 60 minutes, depending
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on the specific depending on the specific characteristics of the product used and is

variable depending on function of the type of application being carried out.

This technique is very sensitive to small surface discontinuities, has a low ap-

plication cost, easy execution and interpretation of the result. On the other hand,

only surface defects can be detected, it requires careful preparation of the surface

to be tested, the time required is high, and the quality of the test depends on the

experience of the operator.

2.3.4 Eddy Current methods

The eddy current method (ECT) is one of the main NDT methods and is used on

an industrial level for the inspection of metallic materials both in the semi-product

state (bars, tubes, etc.) and of finished parts from mechanical processing. Various

types of examinations can be carried out using eddy currents:

• detecting of surface and subsurface defects;

• sorting of materials for differences in composition or structure;

• measuring the thickness of a product or a protective coatings;

• measuring the electrical and magnetic properties of the product.

Depending on the specific type of examination and use (on manufactured or semi-

manufactured products), the equipment used has a greater or lesser instrumenta-

tion complexity.

The operating principle of the method basically consists of inducing an alternat-

ing magnetic field, created by means of special coils, in the part under examination.

In accordance with Lenz’s law, the material becomes the site of an induced electro-

magnetic field which, acting in a medium with electrical conductivity σ > 0, causes

an electric current to circulate on the sample itself (eddy current).

The flow direction of this current will in turn produce a magnetic field opposite

to that of the external magnetising field (see Fig. 2.4).

The magnetic field associated with the object under test varies in relation to

the geometrical, electrical and magnetic characteristics of the object itself and is

analyzed by evaluating its effects on the current or voltage of the inducing coil or

on the current or voltage induced in another coil also located close to the surface

of the object under test (in this case, the second coil is referred to as the ’pick-up

coil’).

Eddy Current method is frequently utilized as a surface inspection method but

can also be used to analyze the thickness of a sample or the presence of internal

defects in its structure. This can be defined due to the skin effect: in a flat
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Figure 2.4: Eddy current physical principle. It represents: (a) the magnetic flux
when the probe is too far from the conductive sample; (b) the generation of the
eddy currents on the surface of the conductive plate; (c) the generation of the
reaction magnetic flux from the eddy currents.

conductor, the current intensity decreases exponentially with penetration and, in

general, the lower the excitation frequency (f), magnetic permeability (µ) and

electrical conductivity (σ), the greater the penetration depth (δ) (see Fig.2.5). If

we consider a one-dimensional geometry where the half-space x > 0 is occupied

by homogeneous conducting material, the modulus of induced currents follows the

law reported in Eq. 2.1.

J(x) = J0 · e−
δ
x (2.1)

Where:

• δ = 1√
π·f ·σ·µ is the skin depth (or penetration depth);

• J(x) is the module of the current density vector as a function of depth x;

• J0 is the module of the current density on the conductor surface (e.g. x=0).

The current module is approximately 37% of the current module related to the

surface when the depth x = δ. The δ value presents an important decrease when

the excitation frequency increase. As the frequency of the reaction field increases

and all other conditions being equal, the amplitude of the currents increases. In this

case, it is important to note how the SNR can be improved for higher frequencies

and it could be an important issue in case of low frequencies. Therefore, depending

on the type of examination to be performed, higher or lower frequencies will be

chosen.

It is also important to emphasise the dependence of the penetration depth on

the electrical (σ) and magnetic parameters (µ) that describe the material under
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Figure 2.5: Depth penetration principle [72].

test. Depending on the value of these parameters, it will be necessary to design

the necessary excitation frequencies for the analysis to be performed.

This concept will be analyzed extensively in the following Chapters as penetra-

tion depth (δ) will play a key role in estimating thickness (Chapter 3 and Chapter

4) and hidden corrosion (Chapter 5).

2.3.5 Tomographic methods

Tomography has become a useful instrumentation technology that can provide a

cross-sectional image of a measuring object or process. Unlike conventional sensing

techniques, which can only provide a measurement value of a single point, tomo-

graphic sensing techniques can provide additional information representing the true

condition of the measured object [73].

The conventional application of tomography is the field of medical diagnosis,

which involves scanning the static human body [66, 67].

Different tomography techniques use different forms of penetrating waves to

detect changes in the properties of an object. For example, X-ray tomography

uses high-frequency energetic electromagnetic radiation to detect material density;

magnetic resonance tomography uses a strong magnetic field and radio waves to

detect hydrogen atoms in the body.

Tomography techniques use different physical phenomena and, consequently,

their target applications will also be different. A typical tomography system often

consists of several transmitters and receivers, with the aim of collecting as much

projection data as possible. The data measured from different projection angles

are then fed into a reconstruction algorithm to convert the measurements into a

“tomogram ”, the cross-sectional image of the object.

Computed tomography (CT) scanning, often referred to simply as CT or CAT
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(Computerized Axial Tomography) scanning, is a powerful imaging technique used

in both medical diagnostics and industrial NDT (see Fig. 2.6). CT scanning

allows for the creation of detailed cross-sectional images or “slices”of an object or

a patient’s body without the need for invasive procedures or disassembly.

Figure 2.6: Representation of the scanning results using computed tomography.

One of the main problems with CT scanning is exposure to ionising radiation.

X-rays are used to create the images and repeated or excessive CT scans can lead

to cumulative radiation doses that can increase the risk of cancer. In addition, CT

scanners are complex and expensive machines, and the cost of both acquiring and

maintaining them can be substantial.

In the recent years, other typologies of tomography are developing. In partic-

ular, Electrical tomography is a relatively new form of tomography that can be

applied in many industrial applications. This method uses low-frequency electro-

magnetic waves (kHz–MHz) to sense the passive electrical properties of an object,

such as conductivity, permittivity and permeability. Its electrically sensitive prop-

erty allows it to be applied in many applications. Since the method was proposed,

its low cost, non-intrusive and non-invasive features have made the technique ex-

tremely attractive compared with conventional X-ray/γ-ray tomography systems.

Its biggest advantage is its ability to be applied to large-scale processes, which

cannot be achieved using other hard-field techniques such as magnetic resonance

imaging and ultrafast X-ray. However, the biggest drawback of the electrical to-

mography technique is its low spatial resolution because of its severely ill-posed

nature. Owing to this drawback, electrical tomography techniques are often more

applicable to industrial applications, as high spatial resolution is more vital for

medical diagnosis applications.

In relation of the quantity of interest, different electrical tomography are avail-

able; in the recent years were proposed electrical impedance tomography [74–76],

electrical resistive tomography [77–79] and electrical capacitance tomography [80,

81].
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2.3.6 Ultrasonic methods

Ultrasonic methods are highly effective and widely utilized techniques in various in-

dustries for inspecting materials and structures without causing any damage. These

methods employ high-frequency acoustic waves to detect and characterize internal

flaws, defects, and anomalies, making it invaluable for ensuring the integrity, safety,

and quality of critical components (see Fig. 2.7).

Figure 2.7: Schematic representation of ultrasonic principle.

Ultrasonic NDT offers several key advantages, including exceptional sensitivity

to both surface and subsurface defects, the ability to penetrate deep into materi-

als, precise sizing and positioning of flaws, real-time inspection capabilities, and

non-destructive nature. These qualities make it suitable for a wide range of appli-

cations, from weld inspections in critical industries like aerospace and oil and gas

to assessing the quality of manufacturing components and ensuring the safety of

infrastructure in construction [29–31].

The core principles of ultrasonic methods involve the generation of acoustic

waves using specialized transducers, their propagation through the material being

examined, and the analysis of the waves upon their return. By evaluating factors

such as wave reflections, refractions, and time delays, ultrasonic testing systems

can produce visual representations of the material’s internal structure [82].

The ultrasonic wave consists essentially of vibrational energy that is introduced

into a certain number of particles in the medium; these in turn transmit it to

adjacent particles and so on, giving rise to the propagation of the ultrasonic wave.

There are thus two parameters: the direction of propagation and the direction of

vibration, which, being independent of each other, give rise to different types of

waves, the most common of which, used for the detection of discontinuities, are

shown below:

21



CHAPTER 2. State of the Art

• Longitudinal waves: in longitudinal or compression waves, the direction of

vibration of the particles is parallel to the direction of propagation. Imagine

that the particles of the medium on which the elastic wave arrives are ar-

ranged in planes perpendicular to the direction of propagation and regularly

spaced apart from each other; the longitudinal wave causes all the particles

in this plane to vibrate with forward and backward displacements with re-

spect to their rest position; in this way they cyclically decrease and increase

their distance from the next plane, communicating to the particles lying on

the latter the motion and creating at the same time zones of pressure and

depression. Longitudinal waves are the most commonly used and propagate

in solid, liquid and aeriform material (see Fig. 2.8 (a));

• Transversal waves: in transverse or shear waves, the direction of vibration of

the particles is perpendicular to the direction of propagation, i.e. each plane

of particles oscillates parallel to itself, being subjected to a shear stress. In

this case, it is not possible to associate a pressure with the wave as in the

previous case; in fact, the stress is represented by a shear stress. Since gases

and liquids do not withstand shear stress, transverse waves propagate only

in solids (see Fig. 2.8 (b));

• Rayleigh waves: surface waves, or Rayleigh waves, propagate only in the

surface layers of solids and the vibration of individual particles occurs in

practically elliptical orbits; one particle transmits motion to the next, thus

generating wave motion. Surface waves follow the shape of the material’s

surface, being reflected by surface edges and discontinuities. In addition,

they are particularly sensitive to impurities, oil droplets, etc., along the way,

which is why they are rarely used in the surface of solids (see Fig. 2.8 (c)).

• Lamb waves: lamb waves, or bending waves, are generated when an elastic

wave propagates in a layer of solid material having a thickness of the order

of the wavelength. They are divided into two classes depending on the mode

of vibration: symmetrical mode waves, or antisymmetrical mode waves. Fur-

thermore, for each of the two modes there are waves of order 0, 1, 2 etc (see

Fig. 2.8 (d) and (e) respectively).

In conclusion, these types of waves and the different transmitting techniques

enable this method to estimate internal and sub-surface defects. In the most usual

application, an ultrasonic pulse is emitted which, as it propagates through the

material to be examined, is partly reflected by any discontinuities present, partly

absorbed by the material and partly passes through it completely. By analyzing

these contributions, it is therefore possible to highlight the presence of a possible

defect. This operation involves two possible methods of implementation:
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Figure 2.8: Graphical representation of ultrasonic wave propagation (a) longitudi-
nal, (b) transverse, (c) superficial, Lamb’s (d) symmetrical and (e) antisymmetrical.

• Reflection method: a single transducer is used to both emit sound waves and

receive the reflected acoustic energy;

• Transmission method: the reception of acoustic energy is carried out by a

transducer other than the transmission transducer.

The application of one or the other method is subject to considerations regard-

ing the shape and geometry of the parts, the type and orientation of the defects to

be detected, operational simplicity and the required inspection speed. UT methods

are widely applied as they are very sensitive to most of the discontinuities present

in different types of materials and allow inspection of thick samples (≥ 20mm) (see

[7, 29–31]).

However, there are still numerous disadvantages associated with this investiga-

tive method, such as:

• the need to use probe couplants (water or gels);

• the loss of sensitivity to thin defects parallel to the direction of propagation

of the ultrasonic beam;

• instrument calibration procedures to obtain an easily recognisable defect re-

sponse;

• challanging identification of specific defect type;
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• highly qualified operators capable of interpreting the test result, providing a

measurement indication based on their experience.

2.4 Introduction of NDE 4.0 concept

Non-Destructive Evaluation (NDE) has been an essential part of industries like

manufacturing, aerospace, and construction for decades. It involves inspecting ma-

terials, components, and structures without causing any damage to them. As we

move further into the Fourth Industrial Revolution, NDE is undergoing a signif-

icant transformation, commonly referred to as NDE 4.0. This concept integrates

advanced technologies and data-driven approaches to enhance the efficiency, accu-

racy, and overall impact of NDE [23–25].

NDE 4.0 represents a shift towards the smart, connected, and data-centric

practices that define Industry 4.0. Here are the key components of this concept:

• Robotics and automation: robots and autonomous systems are increasingly

utilized for NDE tasks, especially in hazardous or hard-to-reach environ-

ments. These machines can perform inspections with precision and consis-

tency, reducing human error and improving safety;

• Remote inspection: NDE 4.0 enables remote inspections, allowing experts

to assess assets from anywhere in the world. Sensors with low-power con-

sumption useful for remote and stand-alone applications. This is particularly

valuable for global organizations with distributed operations;

• Sensors and IoT Integration: in NDE 4.0, sensors are deployed extensively to

collect real-time data from various equipment and components. IoT devices

are used to connect these sensors to centralized systems, enabling continuous

monitoring and analysis of assets. This ensures that anomalies are detected

early, reducing the risk of unexpected failures;

• Advanced imaging techniques: traditional NDE methods such as radiogra-

phy, ultrasonic testing, and magnetic particle testing are being enhanced

with cutting-edge imaging technologies. For example, digital radiography

and computed tomography (CT) scanning provide high-resolution images for

improved defect detection and characterization;

• Machine learning and artificial intelligence: machine learning and AI algo-

rithms are applied to the vast amounts of data collected during NDE pro-

cesses. These algorithms can identify patterns, recognize defects, and predict

potential failures with remarkable accuracy. This proactive approach helps

in predictive maintenance and reduces downtime;
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• Environmental sustainability: NDE 4.0 also places a strong emphasis on

sustainability by reducing waste and energy consumption. By optimizing

inspection processes, industries can minimize the environmental impact of

NDE activities;

• Data analytics and Big Data: NDE 4.0 relies heavily on data analytics to

derive meaningful insights from the data generated. Big data platforms are

employed to store, process, and analyze large volumes of NDE data, enabling

informed decision-making and optimization of inspection processes.

In conclusion, NDE 4.0 represents a paradigm shift in NDT&E framework, tak-

ing advantage of the latest technology to make inspections more efficient, precise

and proactive. It enhances asset reliability, safety, and overall operational excel-

lence. As industries continue to adopt NDE 4.0 practices, they can expect reduced

downtime, increased asset lifespan, and improved quality control, ultimately con-

tributing to their competitive advantage in an ever-evolving industrial landscape.

2.5 Comments and rationale of the reaseach project

In this Chapter, different typologies of defects were described and analyzed. Among

the many factors that contribute to the quality of a product, in this research activity

our focus was on thickness measurement.

The ability to accurately measure and control the thickness of materials is

not only a fundamental aspect of quality control, but also a key to ensuring the

reliability, performance and safety of countless products we encounter in our daily

lives. The importance of accurate thickness measurement cannot be overstated,

as it impacts a wide spectrum of industries ranging from aerospace, automotive,

construction to electronics, packaging, oil & gas and pharmaceuticals.

Thickness defects, whether excessive or inadequate, can have dangerous con-

sequences. For example, in the aerospace industry, where every component must

meet stringent safety standards, the incorrect thickness of a critical part can lead

to failure. The pharmaceutical industry, on the other hand, depends on precise

thickness measurements to ensure the effectiveness and safety of drug delivery sys-

tems. Furthermore, thickness measurement plays an essential role in optimising

production processes. By monitoring the thickness of materials at various stages of

production, companies can identify trends and make real-time changes to maintain

consistency and reduce waste. In the automotive industry, for example, accurate

thickness measurement of coatings ensures that vehicles have a uniform finish.

In addition, another type of defect analyzed in this research activity is corro-

sion on metallic materials. The importance of early corrosion detection cannot
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be overstated, as it not only safeguards valuable assets but also preserves the in-

tegrity and longevity of critical infrastructure, from towering bridges to essential

pipelines. Corrosion, the gradual degradation of metals through chemical or elec-

trochemical reactions with the surrounding environment, is an insidious problem.

It erodes structures from the inside, weakening their structural integrity, com-

promising safety and leading to high maintenance and replacement costs. If left

unchecked, corrosion can lead to dangerous failures, with possible consequences for

public safety and the economy.

As already discussed within this Chapter, the NDT&E methods have a key role

in the quality control. Among the advantages of NDT&E methods is its ability

to detect and characterise defects, imperfections or corrosion non-invasively and

without destroying the sample under examination. By identifying these imperfec-

tions early in the production process, NDT&E methods allow industries to correct

problems earlier, improving product safety and longevity.

In addition, in recent years, the concept of NDE 4.0 has emerged. The main

objective of NDE 4.0 is to identify defects and anomalies without damaging or

compromising the integrity of the material or product being tested as the classic

NDT&E methods. The novelty lies in the fact that it is based on the use of

advanced tools, smart and low-cost sensors and advanced data analysis to carry

out increasingly precise, timely and efficient inspections.

Of the different NDT&E methods shown, the Eddy Current method is among

the most promising. In addition to having low operating costs, it can only be used

with conductive materials, but this is not a major limitation, as most products

with high mechanical and corrosion resistance requirements are made of metal.

Therefore, all objects made of iron or steel, aluminium or aluminium alloy, even

non-metallic but conductive materials such as graphite or composite materials can

be tested. It is possible to introduce these sensors into automated processes because

it is possible to measure products without physical contact between the probe and

the surface under examination; this makes it possible to inspect moving products

and components characterised by special geometries or high surface temperatures.

In addition to a wide variety of applications, it offers numerous other advantages:

high examination sensitivity (understood as the ability to detect small defects and

measure geometric characteristics of products with great precision), great reliability

and speed of execution. In order to solve the problems associated with other

measurement methods (measurement time and costs, need for measurements in

contact with the sample under test, etc.), the potentials of measurement methods

using Eddy Current were analyzed and developed.

In the following Chapters, the methods, experimental set–ups and sensors de-

veloped in the application field of thickness measurements and the detection and
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characterization of corrosion states will be shown.
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Chapter 3

Eddy Current methods for
thickness estimation of
metallic plates: proposed
optimizations

Thickness measurements play a very important role in many industrial applications

related to metallic plates. Indeed, they provide information about the quality of the

production, the capability of crash energy absorption, the safety of parts. These

aspects are crucial in application fields such as automotive and aerospace, where

the integrity of the metal plates has a direct impact on the safety of human beings.

In the actual industrial practice, some metrological checks are carried out by using

touch-trigger probes [26]. Unfortunately, such measurements are time-consuming

and not suitable for integration within the production processes. Other options

are laser and ultrasound methods. Concerning laser-based measurement methods,

we highlight that they allow in-situ measurements with very good measurement

accuracies, but the higher cost of the equipment has a major impact on the overall

product cost [27, 28]. Concerning ultrasound methods, they represent a possible

alternative to optical methods, as far as the measurement accuracy are concerned,

but they usually require the coupling gel that imposes an expensive procedure for

cleaning the sample, the use of expensive measurement systems [7, 29–31] and the

presence of qualified technicians to perform the test. All these aspects make this

kind of test not suitable for inline thickness monitoring during the manufacturing

stage.

Thickness measurement methods based on Eddy Current Testing (ECT) can
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be usefully used in all those applications in which it is important to measure the

thickness of metal plates (e.g., automotive, aerospace, etc.). These methods can

be an excellent solution to this purpose thanks to: (i) the high accuracies, (ii)

the high repeatability and sensitivity, (iii) the possibility to automatize the test,

(iv) the immunity to non-conductive materials present on the sample (e.g., dust,

painting, insulating cover), (v) the possibility to carry out measurements without

physical contact with the sample, and (vi) the cheapness of the probe as already

discussed in subsection 2.3.4.

The thickness measurement methods by using ECT can be divided into two

main classes: the multi-frequency (MF) methods [7–9, 32–34] and the Pulsed Eddy

Current Testing (PECT) methods [35–37].

PECT methods achieve their best performances when the thickness to be mea-

sured is estimated via a proper feature from time domain data. As a matter of

fact, PECT signals can be used to get swept-frequency data but may result to be

not optimal. Indeed, the harmonic content of the applied signal decay fast with

the order of the harmonic itself. For instances, in the case of the widely used

rectangular pulse, the energy of the harmonics decays as 1/n2, with impact on the

signal-to-noise ratio. Another potential issue is that the tones of PECT signals are

allocated at frequencies which are multiple of the inverse of the fundamental pe-

riod of the (periodic) waveform. This specific distribution of the tones may be not

optimal for a specific application as the present one. With SF methods, a suitable

set of discrete frequencies of interest is chosen to allocate the signal energy in a

controlled manner. Compared to PECT, measurement times may be longer, but

the MF technique promises the possibility of optimisation of the excitation signal.

Using the MF technique, in [32–34] Yin et al. proposed and optimized mea-

surement probes and processing algorithms developed ad-hoc for the measurement

of the thickness of non-magnetic materials by means of Eddy Current Testing.

Specifically, their method gives an accuracy compatible with industrial production

standards and proper immunity to lift-off variations. In detail, thanks to the Dodd

and Deeds model [83], they were able to relate the thickness of a planar and infinite

plate to the frequency where the minimum of a proper quantity is achieved. They

proved experimentally the effectiveness of the method [32–34], showing that it ex-

hibits very good accuracies in-line with those required for industrial manufacturing

standards [84].

Unfortunately, as introduced in Chapter 1, this method has two main limits

related to the measurement accuracy for the range of thicknesses analyzed and the

measurement times.

About the first limit, the method proposed in [32] relies on the constancy of a

certain parameter (α0). Unfortunately, this parameter is highly dependent on the
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thickness of the sample, and it can be maintained constantly only asymptotically

for thicknesses much smaller than the size of the probe. This makes the method

impractical for thick samples or in the presence of curved surfaces. For instance, in

the latter case, there are two conflicting constraints: (i) the probe has to be much

larger than the thickness of the sample and (ii) the probe has to be much smaller

than the curvature of the sample, so as to approximate the surface of the sample

by means of its tangent plane, in a neighborhood of the probe itself.

The aim of the research activity was to provide a deep, complete and more

general theoretical framework for the method proposed in [32], allowing it to be

extended to a broader class of thickness measurements [38, 39]. From the techni-

cal perspective, it was proposed that the critical constant parameter α0 has to be

replaced by a new function α = α(∆) which depends on the thickness ∆. Through

this modification, it was extended the method’s range of applicability, while iden-

tifying its underlying physical limits.

In addition to the study of theoretical fundamentals, two different algorithms

for performing thickness measurements were proposed. The first algorithm is iter-

ative and is conceived for applications where the unknown thickness ranges from 0

up to the theoretical limit of the method. This approach requires the knowledge of

the function α(·), for a given probe. The second algorithm is based on a polynomial

approximation of α(·) and provides the thickness as the solution of an algebraic

equation of the same degree as the approximating polynomial. Computationally,

this is extremely efficient when the polynomial approximation is up to the third

order, since the related algebraic equation can be quickly solved in closed form. A

higher computational cost is required when increasing the degree of the polyno-

mial approximation. The resulting measurement method is very efficient in terms

of measurement and computational times, and suitable for low-cost measurement

architectures, thus ensuring the possibility to get online and real-time measurement

instruments for industrial needs.

Related to the second limit, the method proposed in [32] identifies the thick-

ness of the sample by considering the real part of the variation of either the self-

impedance or the mutual impedance due to the presence of the sample divided

by the angular frequency (∆R/ω). The thickness is associated with the angular

frequency at which the quantity reaches ∆R/ω its minimum value. To warrant

the desired measurement accuracies, the method proposed in [32], requires mea-

surements with very narrow frequency resolutions. This is a major issue when the

nominal width of the sample under test is unknown, because the method requires

the analysis of a large frequency range (few hertz to some kilohertz) with a very

narrow frequency resolution. These two aspects lead to an increase of the mea-

surement time that might reach tens of seconds or more, making it not suitable for
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in-line and real-time industrial applications.

With the aim of minimizing the measurement time but keeping the required

measurement accuracy, several optimizations of the measurement method were

proposed. In detail, the optimizations were carried out along two main routes: (a)

the use of smart excitation strategies able to minimize the measurement time, and

(aa) the use of improved processing algorithms able to warrant the desired accuracy

even in presence of a minimal set of measured signals. In detail, regarding (a), a

dual-stage measurement procedure based on optimized multi-frequency signals has

been implemented to reduce the measurement time [85, 86]. Concerning (aa),

proper interpolations have been implemented to achieve the required measurement

accuracies. A huge experimental campaign confirmed that the proposed optimized

measurement method minimizes the overall measurement time while keeping the

required measurement accuracy [40].

In order to show in depth the solutions made to the described limits, the fol-

lowing Sections are devoted to describing the theoretical framework and proposed

solutions.

In particular, Section 3.1 will describe the theoretical framework underlying the

method proposed in [32]. In Section 3.2, the limits related to the non-constancy

of the α0 parameter when varying the analyzed thickness and the consequent de-

crease in measurement accuracy are shown. Section 3.3 shows the limits related to

the measurement times required for the method proposed in [32] to achieve good

measurement accuracy. The algorithms used for improving the measurement ac-

curacy and extending the range of applicability of the method proposed in [32]

are shown in Section 3.4. The multi-tone signal excitation technique and related

interpolation techniques are shown in Section 3.5. The measurement set-up and

case studies used to experimentally show the potential of the proposed methods

are shown and described in Section 3.6. Finally, the experimental results of the

proposed methods are shown and discussed in subsection 3.7. Final discussions are

carried out in Section 3.8.

3.1 Theoretical framework of the analyzed method

Analytical solutions for axially symmetric eddy-current problems have been pro-

posed and discussed in the scientific literature. Specifically, in a well-known paper

by Dodd and Deeds [83] it is given a semi-analytical model for the eddy current

computation for a coil above a single or multiple planar (infinite) conductive plates

of finite thickness and different electrical conductivity.

Starting from this semi-analytical model, in [32–34] the authors proposed differ-

ent probes, methods and processing algorithms, suitably developed for estimating
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the thickness of non-magnetic materials. The proposed solutions are able to obtain

thickness measurement accuracies compatible with industrial production standards

[84] and low sensitivity to lift-off variations. Without loss of generality, the atten-

tion was focused on the double coaxial coil proposed in [33].

Figure 3.1: Representation of the axis-symmetrical coils placed on the infinite,
planar and metallic plate [40].

In particular, it was considered a measuring system involving the use of two

coils: one excitation coil and one pick-up coil. Given the geometry shown in Fig.

3.1, it is possible to calculate the mutual impedance between the two coils when

they are placed on the plate (Żm,plate) or in the air (Żm,air), by the Dodd and Deeds

model. Specifically, Żm,air and Żm,plate are given in Equation 3.1 and Equation

3.2:

Żm,air = K

ˆ ∞

0

LCF dα (3.1)

Żm,plate = K

ˆ ∞

0

L[C(F +
EN

D
)] dα (3.2)

Where:

K =
jωπµ0N1N2

(l22 − l12)(l21 − l11)(r21 − r11)(r22 − r12)
(3.3)

L =
I(r11, r21) · I(r12, r22)

α6
(3.4)

C = e−αl12 − e−αl22 (3.5)

F = eαl21 − eαl11 (3.6)
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E = −(e−αl21 − e−αl11) (3.7)

N = (αµR + α1)(α1 − αµR) + (αµr − α1)(α1 + αµr)e
2α1∆ (3.8)

D = (αµR − α1)(α1 − αµR) + (αµr + α1)(α1 + αµr)e
2α1∆ (3.9)

α1 =
√

α2 + jωσµ0 (3.10)

N1 and N2 are the number of turns of the lower coil and the upper coil, respec-

tively, ω = 2πf is the angular frequency being f the frequency of the excitation

signal, σ is the electrical conductivity of the material, µ0 is the magnetic perme-

ability of the vacuum, µR is the relative magnetic permeability of the material, α

is the spatial frequency, and ∆ is the thickness of the sample. All the relevant ge-

ometrical parameters l11, l12, l21, l22, r11, r12, r21 and r22 are described in Fig. 3.1.

Starting from these formulas, Yin et al. related the thickness of a planar sample

to a proper frequency. Specifically, in [32, 33] the authors proposed to identify the

thickness of the sample by considering the real part of the variation of either the

self-impedance or the mutual impedance due to the presence of the sample, divided

by the angular frequency 2πf , i.e. by considering

∆R

ω
= Re(− Żm,plate(f)− Żm,air(f)

ω
). (3.11)

The thickness ∆ of the sample is related to the frequency fmin where ∆R
ω

achieves its minimum (as shown in Fig. 3.2), hereafter referred as the “peak fre-

quency”. Specifically, the thickness can be evaluated as discussed in [32]:

∆ =
2α0

σµ0ωmin
(3.12)

where α0 is a proper constant related to the geometry of the probe, lift-off and

tilting and it is defined as “characteristic spatial frequency”. This quantity can be

evaluated numerically or experimentally as it will be shown in the next Sections.

In the next sections the two limits of the method previously described are dis-

cussed. In particular, the non-constancy of the parameter α0 is in-depth analyzed

in the next Section (Section 3.2) [39], while the analysis related to the measurement

times linked to the estimation of ωmin are shown in the Section 3.3 [40].
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Figure 3.2: The ∆R/ω ratio as a function of ω. Here σ = 18.8 MS/m and the
probe is described in Section 3.6 [39].

3.2 The non-constancy of the α0 parameter and
the introduction of the critical thickness

3.2.1 The non-constancy of the α0 parameter

Starting from the approach proposed by Dodd and Deeds [83], the Equation (3.12)

(shown in [32]) was obtained by means of a stationary-phase approach applied to

the analytical solution for the eddy current problem in a plate.

This approximation is valid as long as

α0∆ ≪ 1, (3.13)

a condition which is met when the probe coil diameter is much larger than ∆,

as stated in [32]. This condition makes it necessary to change the probe size when

measuring plates of different thicknesses. It is also a problem when measuring the

thickness of thick plates. This requires a large coil, resulting in space requirements

and other problems.

To overcome the intrinsic limits of (3.12), it was derived a new thickness estima-

tion equation called the Fundamental Thickness Equation (FTE), with an entirely

new and original approach based on the celebrated Buckingham’s π theorem [39,

51]. The FTE considers all the relevant physics without any approximation, over-

coming all the limits of the former. It only requires the knowledge of a function

that can be easily evaluated once and for all through numerical simulations or

experimental measurements.

Below it is defined δmin as the skin-depth in the conducting material evaluated

at the angular frequency ωmin
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δmin =

√
2

σµ0ωmin
. (3.14)

The following theorems are shown below; they are based on the results shown

in [39].

Theorem 1. Given the geometry of the probe described by the array of parameters

p, the probe lift-off l0 and the tilting θ of the probe with respect to the plate, the

thickness ∆ satisfies the following equation

ωminσµ0D
2 = h

(
∆

D
,
l0
D
, θ,p

)
, (3.15)

where D is the size of the probe and h(·) a proper function.

The (3.15) is defined as the Fundamental Thickness Equation. It is important

to remark that the FTE (3.15) involves function h(·), which can be evaluated

numerically. Specifically, given the probe geometry (p and D), the lift-off l0 and

the tilting θ, function h(·) depends only on thickness ∆ and it may be precomputed

and stored.

In addition, it is worth noting that the FTE (3.15) could be derived directly

from the Dodd and Deeds analytical representation [83], but dealing with that

analytical representation is somewhat involved. Moreover, the method proposed to

derive (3.15) is completely general, independent of the underlying geometry, and

it can be applied without major changes to other geometrical configurations, such

as pipes.

Theorem 1 is complemented by the following results concerning the asymptotic

behaviour for ∆/D → 0+ and for ∆/D → +∞.

Theorem 2. Given the geometry of the probe described by the array of parameters

p, the probe lift-off l0 and the tilting θ of the probe with respect to the plate, ωmin

satisfies the following relationships

ωminσµ0D∆ ∼ h0

(
l0
D
, θ,p

)
, for ∆/D → 0+, (3.16)

ωminσµ0D
2 ∼ h∞

(
l0
D
, θ,p

)
, for ∆/D → +∞, (3.17)

where D is the size of the probe, and h0(·) and h∞(·) proper functions.

The proofs of Theorems 1 and 2 are given in [39]. The connection between

Theorems 1 and 2 and equation (3.12) is obtained by multiplying both sides of

(3.15) by ∆, which gives
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∆ = δ2minα(∆), (3.18)

where

α(∆) =
∆

2D2
h

(
∆

D
,
l0
D
, θ,p

)
. (3.19)

Hereafter, for the sake of simplicity, it is understood that α(·) depends on ∆,

D, p, l0 and θ. Equation (3.18) is simply (3.15) cast in a form close to (3.12). It

replaces and generalizes (3.12).

Theorem 2 can be “translated” in terms of the function α(·). Specifically, (3.16)
combined with (3.18) gives

α(∆) ∼ 1

2D
h0

(
l0
D
, θ,p

)
, for ∆/D → 0+, (3.20)

and, similarly, (3.17) gives

α(∆) ∼ ∆

2D2
h∞

(
l0
D
, θ,p

)
, for ∆/D → +∞. (3.21)

Equation (3.20) implies that α(∆) approaches a constant limit for small ∆.

This proves that (3.12) corresponds to (3.18) in the limit for ∆ ≪ D. Equation

(3.21) implies that α(∆) is proportional to ∆, for large ∆.

Fig. 3.3 shows the complete behaviour of α(∆) for a range of thicknesses of

interest from 0.01 mm up to 25 mm, together with its constant approximation for

∆ ≪ D. It is fairly evident that α(·) cannot be retained constant with respect to

the thickness ∆.

Moreover, it is worth noting that α(·) does not depend on the electrical con-

ductivity, as it clearly follows from (3.19).

Function α(·) represents the “signature” of a given probe for a given lift-off and

tilting. To compute it numerically, we express α(∆) as:

α(∆) =
σµ0ωmin∆

2
. (3.22)

Then, it was numerically evaluated ωmin for different values of ∆ and/or elec-

trical conductivities σ, and plug these values into (3.22). In this case, the analysis

was carried out numerically, by means of the well-known Dodd and Deeds semi-

analytical model [83] but a generic numerical tool can also be adopted without loss

of relevance.

It is worth noting that the FTE (3.15) or (3.18) allows a clear factorization

of the effects due to the geometry and the material. Specifically, h(·) and α(·)
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Figure 3.3: Complete behaviour of α(∆) for the probe of Section 3.6 (blue line),
together with its constant approximation (α0 = 126.28 m−1) valid for small ∆/D
(black line) [39].

account for the geometry of the problem, whereas δmin accounts for the material

properties (σ and µ0), other than the angular frequency ωmin where the minimum

is achieved.

It is important to highlight that Equation (3.18) can be written as

ωmin =
α(∆)

2µ0σ∆
. (3.23)

Equation (3.23), combined with the typical plot of Fig. 3.3 and the asymptotic

behaviours of (3.20) and (3.21), shows that ωmin is inversely proportional to the

unknown thickness ∆ for ∆/D ≪ 1; then, ωmin decreases with ∆ at a decreasing

rate until it becomes constant for ∆/D ≫ 1. Moreover, if it is known a priori that

the unknown thickness is in the range [∆1,∆2], then the proper frequency range

for collecting the measurements is [ω1, ω2], where ωk = α(∆k)/(2µ0σ∆k).

3.2.2 The introduction of the critical thickness

The enhanced equation (3.18) makes it possible to evaluate the limits of applica-

bility of the method proposed in [32–34].

To this purpose, we observe that solving (3.18) entails finding the intersection

in the (∆, α) plane between the straight line ∆/δ2min and the function α(∆).

When the straight line is tangential to the graph of the function α(∆) (see Fig.

3.4 (a)), the abscissa of the tangent point defines a thickness value, termed the

critical thickness ∆c, and the skin-depth (δmin) for the tangent line is termed as

the critical skin-depth or, in short, δc.

37



CHAPTER 3. Eddy Current methods for thickness estimation of
metallic plates: proposed optimizations

In general, equation (3.18) admits a solution if and only if the slope of the

straight line ∆/δ2min is higher than that of the tangent line, i.e. if and only if

δmin < δc. In this case, the method gives multiple solutions (∆P and ∆S shown

Fig. 3.4 (b)). However, by restricting the method to the interval (0,∆c), the

uniqueness of the solution is restored.

The critical thickness ∆c is an important parameter because it represents the

upper limit of applicability of the method. ∆c depends on the function α(·) which,
in turns, depends on the probe. ∆c can be used to properly select the probe,

according to the range of thicknesses of interest.
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Figure 3.4: Geometrical definition of the critical thickness ∆c (a); at any higher
slope (δmin < δc) of the straight line we have only one intersection in the interval
[0,∆c] (b) [39].

Connected to the critical length ∆c is the concept of critical angular frequency

ωc, which is defined as

ωc =
α(∆c)

2µ0σ∆c
. (3.24)

The critical angular frequency ωc represents the smallest angular frequency where

∆R(ω)/ω may achieve its minimum. This value can be chosen to set the lower

limit of the frequency range where the measurements need to be collected.

3.3 Analysis of measurement time

In order to obtain the good accuracies described in [32], the measurement time

represents a major limitation in the in-line and real-time measurement scenario.

Reasonable times to carry out a thickness measurement can be in the order of few
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Table 3.1: Retive measurement error in thickness estimation obtained in [32].

Type of probe Analyzed material Actual thickness (∆) [mm] Relative measurement error (e∆) [%]

Air-cored Coil Copper

0.022 0.40
0.044 2.50
0.066 1.89
0.088 2.75
0.110 -1.65
0.132 -2.61

U-cored coil Aluminum

1.000 -0.37
2.000 -0.53
3.000 -1.48
4.000 0.59
5.000 1.41

seconds. However, when the unknown thickness varies in a “extended” range, it

can be necessary to perform a large frequency scan.

A measurement method based on swept-sine signal turn out to be time-consuming.

Moreover, the typical measurement accuracy prescribed by standards [84] calls for

a excitation frequency scan with a proper “small” step ∆f = ∆ω/2π, requiring

the use of a high number of tones to scan a large excitation frequency range. In

[32], measurement results for copper and aluminum plates with constant lift-off

value and different types of probes are discussed. The accuracy provided by these

measurements are in the range of ±3%, as shown in Table 3.1.

To evaluate the larger value for ∆f which provides the prescribed metrological

performances of [32], it was performed a parametric analysis. It was assumed a

frequency range from 100 Hz to 5000 Hz with a frequency resolution of 5 Hz. This

frequency range is suitable for samples with thicknesses ranging from 0.35 mm to

6 mm (at σ equal to 18 MS/m), or samples with thicknesses ranging from 0.1 mm

to 5 mm (at σ equal to 59 MS/m), as one can find by means of the semi-analytical

model by Dood and Deeds described in Section 3.1.

The thickness estimation error in the following analysis was evaluated by only

taking into account the contribution due to effect of ∆f in the estimation of the

peak frequency fmin = ωmin/2π, and considering negligible all the other effects

(e.g., measurement setup and noise on the measured signals in the evaluation of

∆R/ω, and so on). Table 3.2 shows the percentage thickness estimation error (e∆)

versus the frequency resolution, for ten different thickness values.

The e∆ values have been estimated as detailed in the following:

• Given the actual thickness (∆ac) and the electrical conductivity (specifically

58.7 MS/m, typical electrical conductivity of copper, has been used), the peak

frequency (fmin,ac) can be estimated by using the semi-analytical model and

the geometrical system described in Section 3.1 (Equation 3.11);
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Table 3.2: Analysis of the relative thickness estimation error (∆c) for different
values of frequency resolution (∆f) considering a frequency range from 100 Hz to

5 kHz [40].

Actual Thickness (∆) [mm]
0.1 0.2 0.3 0.4 0.5

Frequency resolution (∆f) [Hz]
2 ± 0.02 % ± 0.04 % ± 0.06 % ± 0.09 % ± 0.11 %
5 ± 0.06 % ± 0.11 % ± 0.17 % ± 0.22 % ± 0.27 %
10 ± 0.12 % ± 0.22 % ± 0.33 % ± 0.44 % ± 0.55 %
Actual Thickness (∆) [mm]

1 2 3 4 5

Frequency resolution (∆f) [Hz]
2 ± 0.11 % ± 0.22 % ± 0.31 % ± 0.39 % ± 0.46 %
5 ± 0.28 % ± 0.54 % ± 0.78 % ± 0.98 % ± 1.14 %
10 ± 0.56 % ± 1.08 % ± 1.54 % ± 1.94 % ± 2.26 %

• Given the peak frequency fmin,ac, the new values fmin,1 and fmin,2 are eval-

uated by subtracting/adding the value of the considered frequency resolution

(fmin,1 = fmin,ac −∆f and fmin,2 = fmin,ac +∆f);

• Using Equation 3.18, the new thickness values (∆min(fmin,2) and ∆max(fmin,1))

are estimated;

• The relative thickness estimation errors are estimated as: e∆ = ±(∆max −
∆min)/∆min · 100.

As confirmed by Table 3.2, the relative thickness estimation error increases with

the frequency resolution and the thickness. Similar performances to those of Table

3.1 can be achieved by using a frequency resolution less than 5 Hz.

In view of practical applications, it is relevant to analyze the time required to

carry out the whole measurement process. The analysis is made by considering

two measurement solutions: (b) the impedance analyzer used in [32] to obtain

the performances shown in Table 3.1 (similar results can be obtained considering

other impedance analyzers), and (bb) a general-purpose device able to generate the

excitation signal and acquire the desired quantities. The accuracy performance in

the thickness measurement depends on the characteristics of the used device and

on the adopted processing algorithm but the minimum measurement time can be

independently estimated, as detailed in the following.

Regarding the first approach, that is the impedance analyzer of [32], the relevant

parameters of the impedance analyzer are the delay time (Dl) and the integration

time (IT ). As sketched in Fig. 3.5, the Dl is the time needed to stabilize the

response after the frequency change (it can be set from 0 to 105 s); the IT defines

the time interval during which the analyzer measures the input signals. It is fun-
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damental for the rejection of harmonics and noise (it can set from 10 ms to 105

s).

Figure 3.5: Representation of Integration Time (IT ) and Delay (Dl) in a swept-sine
application during the transition from the frequency f to the frequency f + ∆f
(where ∆f is the chosen frequency resolution) [40].

To compute the minimum time required to measure the thickness, it was con-

sidered a minimum value of 10 ms for the IT , a value of Dl corresponding to 4

periods of the excitation waveform, that represents the minimum number of peri-

ods to get a stable response after the frequency changes and excluding the time to

acquire and process the signals. In [40], it was shown that the minimum thickness

measurement time MMTIMP using the impedance analyzer for 5 Hz of frequency

resolution requires 12.96 s.

For the second approach, a delay time equal to the previous one and a vari-

able integration time equal to two periods of the considered excitation frequency,

corresponding to the minimum number of periods to extract the desired quantities

from the signals, have been considered. Adopting these values for Dl and IT , the

minimum thickness measurement time MMTGP , using the general-purpose device,

were about 9.1 s for a ∆f = 5 Hz [40]. Despite these measurement times have been

obtained under ideal conditions (e.g., considering minimum number of signal cycle

to be processed, zero processing time, etc.), they cannot be considered proper in

online controls in production processes.
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3.4 Proposed measurement optimizations: itera-
tive and analytical algorithms

In this Section, two algorithms are in-depth described in order to solve the FTE

(3.18). This procedure was developed to make the approach suitable for the in-

dustrial environment, where automated measurements are required with minimal

a priori knowledge of the nominal thickness of the metal plates.

Both algorithms are based on a preliminary evaluation of the α(·) function in

the thickness range of interest, for the given probe geometry, lift and tilt. This

preliminary evaluation, done only once, can be done through an experimental,

numerical or mixed procedure (i.e. considering both experimental and numerical

points).

The first algorithm to solve (3.18) is iterative and it is described in the following

subsection 3.4.1 while the second analytical algorithm is described in subsection

3.4.2 .

3.4.1 The iterative algorithm

The iterative approach is proposed in order to obtain the proper value of the

unknown thickness ∆, taking into account the fundamental thickness equation

(3.18), where α(∆) was introduced. As mentioned in Section 3.2, α(·) is assumed

to be available in the range of interest.

The estimated thickness via the iterative method is obtained by the following

steps:

1. Measurement: measure ωmin, the angular frequency where ∆R(ω)/ω achieves

its minimum.

2. Initialization: compute δmin according to (3.14), set i = 1 and select an

arbitrary ∆1 in the interval (0,∆c).

3. Update of ∆: update ∆ as

∆(i+1) = δ2min α(∆i). (3.25)

4. Stopping criterion: if |∆(i+1) −∆(i)| < e set ∆ = ∆(i+1) and exit. Other-

wise, set i = i+ 1 and go to step 3.

In step “Stopping criterion”, e > 0 is an absolute error tolerance used for the

stopping criterion.

The algorithm described in steps 1-4 is simply a fixed point method to solve

the fixed point equation (3.18). In addition, it converges to the proper solution,
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regardless of the choice of initial point ∆1 ∈ (0,∆c), as shown in Fig. 3.6 and

discussed in [39].

Figure 3.6: Evidence of the convergence of the iterative solution. For any initial
point smaller than the second roots ∆s the algorithm converges to the primary
root ∆p < ∆c. After ∆s the iterative scheme does not converge. Since the value
of ∆sn is not known, the iteration is initialized with ∆1 < ∆c [39].

Few iterations are usually necessary to achieve a proper convergence. For ex-

ample, considering the test conditions defined in Section 3.2 (∆min = 0.1 mm,

∆max = 7 mm), and assuming an unknown thickness of 2 mm and a threshold e

equal to 15 µm, Figure 3.7 shows that the correctly estimated thickness is obtained

in only three steps. Specifically, starting with an initial error on the thickness es-

timation of 11.80%, the iterative solution is reduced to 0.78% in only three steps.

In short, the inclusion of this iterative solution in the proposed ECT-based

thickness measurement method allows the accuracy of the final thickness measure-

ment to be greatly improved with minimal computational effort. In fact, the time

taken by the iterative solution can be considered negligible, as it depends on only

a few accesses to a look-up table/interpolation rule that generates the α(·) values.

3.4.2 The analytical algorithm

In this Section the proposed analytical algorithm is described and analyzed. This

is based on a polynomial approximation of the function α(·), the latter assumed to

be known, as mentioned at the beginning of this Section. The minimum number

of samples of α(·) required to calculate the polynomial coefficients, depends on the

degree of polynomial approximation.

In analytical terms, this is:
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Figure 3.7: Plot of the percentage relative error on the estimate of the thickness,
as a function of the number of iterations [39].

α(∆) ≈
N∑
i=0

ci · (∆−∆0)
i (3.26)

where the cis are the polynomial coefficients and ∆0 is the point of expansion

of this approximation. When N = 0 and ∆0 = 0 we have the approximation

underlying (3.12) It is worth noting that Approximation (3.26) makes the FTE

(3.18) an algebraic equation.

The thickness estimated by the analytical method is obtained through the fol-

lowing steps:

1. Measurement: measure ωmin, the angular frequency where ∆R(ω)/ω achieves

its minimum.

2. Initialization: compute δmin according to (3.14).

3. Computation of ∆: solve equation

∆ = δ2min

N∑
i=0

ci · (∆−∆0)
i. (3.27)

It is interesting to note that the algebraic equation (3.27) can be solved in real

time with current computational resources.

A very useful and interesting case is that of N = 2. In this case (3.27) for

∆0 = 0 reduces to:
∆

δ2min

= c0 + c1 ·∆+ c2 ·∆2. (3.28)
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The analytical solution of (3.28) is:

∆ =
−
(
c1 − δ−2

min

)
−
√(

c1 − δ−2
min

)2 − 4c0c2

2c2
, (3.29)

where the sign of the square root is chosen to have the physically admissible

solution, which is smaller that ∆c. Moreover, a simple calculation carried out under

this second order approximation gives ∆c =
√

c0/c2.

From a general perspective, it is necessary to choose the degree N of the in-

terpolant based on a compromise between the ease in computing the solution of

(3.27) and the residual error in approximation (3.26). For this purpose, it is useful

to calculate approximation errors in terms of the quadratic error (RMSE), defined

as:

RMSE =

√∑K
i=1 [α̂(∆i)− α(∆i)]

2

K
(3.30)

where α̂(·) is the approximating polynomial, ∆i is the i−th sampling point, and

K is the total number of samples.

Table 3.3 reports the RMSE for different values of the order of the polynomial

approximation N , for the same case described above. It can be highlighted that

for N = 4 (fourth order polynomial) the RMSE reaches its plateau, where the ap-

proximation error is not larger than the numerical errors in computing the function

α(·). A higher order polynomial would not improve the overall accuracy, despite

requiring a higher computational cost.

Table 3.3: RMSE values obtained with the considered thickness range versus
different degrees of the interpolating polynomial [39].

Polynomial degree RMSE [1/m]
1 3.961
2 0.742
3 0.365
4 0.348
5 0.349
6 0.349

As a final comment, it is pointed out that the approximation (3.26) is very

interesting when the function α(·) is acquired experimentally. In fact, the ci of the

expansion (3.26) can be found through a minimum set of N + 1 measurements,

performed on plates of known thickness and electrical properties. Furthermore,
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this experimental characterisation does not require exact knowledge of the probe

geometry, making this approach the only option when the α(·) function cannot

be calculated numerically, due to lack of knowledge of the probe or uncertain

parameters.

3.5 Proposed measurement optimizations: multi-
sine excitation and interpolation techniques

As shown in Section 3.3, in view of industrial applications, the method proposed in

[32] has two main challenges: the measurement time and the measurement accuracy.

The aim of this Section is to show the solutions developed to reduce measurement

times while maintaining constant measurement accuracy. The optimisation strat-

egy is proposed in subsection 3.5.1, while the design of the multi-tone excitation

signal is explained in detail in subsection 3.5.2. Finally, the proposed interpolation

techniques are shown and analyzed in subsection 3.5.3.

3.5.1 Proposed Dual-Stage strategy

In order to reduce the measurement time and improve accuracy in the evalua-

tion of metal plate thickness, multi-sine signals can be adopted. However, the

maximum number of tones to be used is limited by the total RMS value of the

excitation signal, due to sensor heating and power consumption, which is a major

disadvantage of battery-powered instrumentation. For these reasons, the choice

of an appropriate number of tones, combined with frequency interpolation tech-

niques, is mandatory. In particular, to account for the finite frequency resolution

of multi-sine signals and improve the accuracy of the measurement method, several

interpolating polynomials were analysed and applied in this work.

The final goal is to obtain a more accurate estimate of the peak frequency value.

The proposed interpolation techniques were first developed and validated through

numerical simulations and then tested experimentally.

For a further improvement of the thickness measurement accuracy, the use of

a double-stage strategy of excitation and processing was proposed. In Fig. 3.8 is

shown the flow chart that describe the proposed strategy.

In particular, the dual stage strategy is organized as follows:

• in a first stage, the goal is to find the range where the peak frequency (fmin,1)

is located, by using a multi-sine signal with a wide frequency range (this first

step is optional and can be jumped if the nominal thickness and, consequently,

the (fmin,1) value is a priori known). In this stage the excitation frequencies

are allocated on a logarithmic scale;
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Figure 3.8: Operation flow-chart behind the dual stage strategy [40].

• in a second stage, another multi-sine signal over a narrow and optimized

frequency range centered on the estimate of the peak frequency (fmin,1),

obtained in the first step or known a priori from the knowledge of the nom-

inal thickness of the sample. In this stage the excitation frequencies are

distributed uniformly.

In both stages, interpolating polynomials are essential to filter the noisy measure-

ments and interpolate the data to get an accurate estimate of the peak position.

Adopting this dual-stage strategy, the resulting measurement time is less than 3

seconds.

3.5.2 Development and design of the multi-tone excitation
signal

As mentioned also by the authors in [33], the solution to reduce the measurement

time is the use of multi-frequency signals processed by Fast-Fourier Transform

(FFT). The general expression of a multi-sine signal is:

I(t) =

Ns∑
k=1

√
2 · Ik · sin(2 · π · fk · t+ ϕk) (3.31)

where Ik, fk and ϕk are the Root Mean Square (RMS), frequency and phase of

the k−th sinusoid, and Ns is the total number of tones. Under the same conditions

of the previous analysis (Section 3.3) of the measurement time (frequency range

from 100 Hz to 5000 Hz and frequency resolution of 5 Hz), the multi-frequency

excitation current signal is composed by a high number of tones (NS=981). The

total RMS value (IRMS) of the excitation current is given by:
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IRMS =

√√√√ Ns∑
k=1

I2k (3.32)

If the multi-sine excitation signal is composed by tones with equal RMS values,

then the total RMS value of the excitation current is equal to IRMS =
√
NS · Ik.

This means that for a prescribed total RMS current value IRMS , the RMS current

value for each tone is equal to Ik = IRMS/
√
NS , for instance for IRMS=100 mA

we have Ik ∼= 3 mA.

For this reason, multi-sine excitation signals aiming to reduce the measurement

time must be carefully designed to achieve an adequate compromise between the

number of tones, i.e. the frequency resolution, the maximum RMS value of the

total excitation current and the minimum RMS value of each tone. It is also worth

noting that the maximum RMS value is limited by the maximum current supported

by both the excitation coil and the drive electronics, which is particularly important

for battery-powered portable instruments. Similarly, the minimum RMS value for

each tone is important in order to achieve adequate stimulation of the material at

that specific tone.

From the research group’s experience in this field [85, 86], the multi-sine exci-

tation signal can be optimized varying the phase value shown in Equation 3.31 if

the considered tones are linearly spaced. In particular, if the phase ϕk appearing

in 3.31 is given by:

ϕk = −π · k(k − 1)

NS
, (3.33)

then the resulting signal has a fairly constant envelope, an essential feature to

optimize both the peak amplitude of the current delivered to the exciter probe and

the full scale of the analogue-to-digital converter of the acquisition board[85, 86].

The choice of the number of tones for each phase is intended to balance the

energy content of the excitation signal (limited by the peak power of the probe

and/or the entire measurement system) and the number of frequency points re-

quired to achieve adequate accuracy in estimating the peak frequency. In the first

stage, a signal with a lower energy content was considered, as it is sufficient to

estimate the frequency range in which the peak occurs. In contrast, in the second

stage, the frequency range of interest is smaller, as is the number of tones required.

Therefore, the RMS value for each individual tone of the excitation signal can be

increased.

For the chosen configuration, two different excitation signals were designed.

For the first stage, a 19-tone multisine signal was designed with a semi-logarithmic

frequency distribution in the range 100 Hz - 5000 Hz. As already mentioned, this
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frequency range is suitable for samples with thicknesses between 0.35 mm and 6 mm

(at σ equal to 18 MS/m) or samples with thicknesses between 0.1 mm and 5 mm

(at σ equal to 59 MS/m). For the second stage, an 11-tone multi-sine signal was

designed. The center frequency of the multi-sine signal is that of the peak found

either in the first stage, or that arising from the nominal value of the thickness.

The multi-sine signal covers a frequency range from -30% to +30% of the center

frequency.

3.5.3 Analysis of the proposed interpolation techniques

The reduction in the number of selected frequency points can be exploited by using

appropriate interpolating polynomials. The selection of the optimal interpolating

polynomial allows for higher performance in estimating the peak frequency value

and, thus, the thickness of the sample.

In [40], four different types of interpolation techniques have been considered:

• Forth Order Interpolating Polynomial (FOIP);

• Forth Order Chebyshev Interpolating Polynomial (FOCIP);

• Modified Akima Interpolator Polynomial (MAIP);

• Piecewise Cubic Hermite Interpolator Polynomial (PCHIP).

Note that for the purposes of comparison, two different classes of interpolation

techniques were considered. The first class ( which includes FOIP and FOCIP)

uses the entire dataset to determine the polynomial equation, whereas the second

class (which includes MAIP and PCHIP) determines the polynomial equation not

by considering the entire dataset, but by dividing it into many subsets in which

the polynomial equation is determined (piecewise interpolation techniques). Below

are some characteristics of the interpolation techniques analyzed.

A basic interpolating polynomial consists of interpolating a given data set with

the lowest possible degree polynomial passing through all points in the data set.

A FOIP was chosen for this study, given the number of points available for the

data set and the resulting R-squared values (closest to unity) and lowest values

of quadratic error. Consequently, the resulting fourth-order polynomial can be

defined as:

p4(x) = a4x
4 + a3x

3 + a2x
2 + a1x+ a0, (3.34)

where a0, ..., a4 are the coefficients of the equation, x is the unknown variable

and p4(x) is the interpolation polynomial.
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The Chebyshev interpolating polynomial is a sequence of orthogonal polyno-

mials related to De Moivre’s formula [87], with several properties that make them

extremely useful when approximating functions are investigated. A FOCIP has

been chosen for this study, to compare same order polynomial interpolations. As

a result, the FOCIP formulation is:

p4(x) = U∗
4 (x) =

sin(5θ)

sin(θ)
, (3.35)

with:

cos(θ) =
2x− (a+ b)

b− a
, (3.36)

where θ ∈ [0, π].

U∗
4 (x) is the second-kind Chebyshev polynomial of forth degree, and x ∈ I is

the unknown variable defined over the interval I = [a, b].

The Akima interpolating algorithm performs cubic interpolations to realize

piecewise polynomials with continuous first-order derivatives [88, 89]. The MAIP

algorithm avoids excessive local ripples and, unlike the classic Akima algorithm,

assigns an average weight to the points on both sides, to avoid possible undula-

tion phenomena. The interpolating expression for a portion of curve between two

consecutive points can be found in [88]. If we have an interval between two points

(x1, y1 ) and (x2, y2), being t1, t2 the slopes at these two points, a third-degree

polynomial can be uniquely determined:

p(x) = a0 + a1(x− x1) + a2(x− x1)
2 + a3(x− x1)

3, (3.37)

where:

a0 = y1, (3.38)

a1 = t1, (3.39)

a2 =
[3(y2 − y1)/(x2 − x1)−−2t1 − t2]

(x2 − x1)
, (3.40)

a3 =
[t1 + t2 − 2(y2 − y1)/(x2 − x1)]

(x2 − x1)2
, (3.41)

The cubic Hermite interpolator PCHIP is a spline where each piece is a specified

third-degree polynomial in the form of Hermite, i.e. by its values and first deriva-

tives at the end points of the corresponding domain interval [90]. Let π : a = x1 <
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x2 < ... < xn = b be a partition of the interval I = [a, b]. Let fi : i = 1, 2, . . . , n

be a given set of monotone data values at the partition points. For instance, let

us assume fi ≤ fi+1(i = 1, 2, . . . , n − 1). It can be constructed on π a piecewise

cubic function p(x), such that, in each sub-interval Ii = [xi, xi+1], p(x) is a cubic

polynomial represented as:

p(x) = fiH1(x) + fi+1H2(x) + djH3(x) + dj+1H4(x), (3.42)

where:

dj = p′(xj) (3.43)

for j = i, i + 1 and Hk(x) for k = 1, ..., 4 are the so-called cubic Hermite basis

function for the interval Ii [90].

3.6 Measurement set-up and case studies

A schematic block diagram of the measurement set-up is shown in Fig. 3.9. The

experimental set-up comprises by the following components: an Eddy Current

Probe (ECP), a Waveform Generator, a data Acquisition Board, a Current Probe

and two Signal Amplifiers. The ECP consists of two coaxial coils, the upper coil

used as the transmitting coil (Tx) and the lower coil as the receiving coil (Rx).

The coils’ geometry is shown in detail in Fig. 3.10; their dimensions are given in

Table 3.4.

Figure 3.9: Block diagram of the adopted measurement set-up [39].

A Waveform Generator Agilent 33120A is used to provide the excitation current

to the Tx. The excitation current has been sensed by means of a current probe
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Figure 3.10: Eddy Current Probe geometry. The coil windings (blue) together with
the plastic holder in (yellow) [39].

Table 3.4: Geometric parameters of the adopted Eddy Current Probe [39].

ri [mm] 11.8
re [mm] 12.2

hu = hd [mm] 3
∆h (gap) [mm] 1
l0 (lift-off) [mm] 0.5

N1 = N2 (number of turns) 20

Tektronix TCP202A, and both the sensed excitation current and the induced volt-

age on the receiving coil Rx were conditioned using two SR560 Stanford Research

System low-noise amplifiers, which amplify and filter the signals. An Acquisition

board TIE-PIE Engineering Handyscope HS5-540XMS-W5(TM) is used to acquire

both the conditioned signals with a sampling frequency of 1000 times the frequency

of the exciting signal and 14 bits of resolution. The tests were carried out by feeding

the exciting coil with a sinusoidal frequency-swept signal. The range of frequencies

of interest was from 200 Hz to 3 kHz, with a resolution of 2 Hz and with a root mean

square current value of 135 mA. The Management and Processing unit includes a

MATLAB algorithm running on a dual-core PC for processing the acquired data,

managing both the Waveform Generator and the acquisition board TIE-PIE.

The experimental tests were carried out considering six reference aluminum

plates, whose nominal thickness values, electrical conductivities, and dimensions

are given in Table 3.5. A 2024T3 aluminum plate with thickness of 2.003 mm and
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five EN AW-1050A aluminum plates with different thicknesses from 0.5 mm to 4

mm, have been considered in this study.

Table 3.5: Characteristics of the considered case studies [39].

Metal alloy
Nominal

thickness (∆)
[mm]

Electrical
conductivity (σ)

[MS/m]

Plate
dimensions
[cm x cm]

EN AW-1050A
(Metallog)

0.469 35.4 13 x 18
1.035 35.3 25 x 25
1.969 35.0 25 x 50
2.912 35.3 25 x 25
3.994 34.5 25 x 25

2024T3
(Casoni)

2.003 18.8 20 x 20

3.7 Experimental results achieved with the pro-
posed optimizations

In this Section, the experimental results achieved by using the proposed optimiza-

tions are presented and discussed. In particular, the subsection 3.7.1 is devoted to

the description of the experimental results by using the iterative and the analytical

algorithms while in subsection 3.7.2 are described the results obtained by using the

dual-stage strategy with all the proposed interpolation technique.

3.7.1 Experimental results achieved with the iterative and
analytical algorithms

The experimental campaign was carried out using the measurement set-up, the

sample plates and the frequency-swept excitation described in Section 3.6. The aim

was to analyze the accuracy of the proposed algorithms based on the Fundamental

Thickness Equation (3.18).

The experimental results were organised in terms of a comparison between the

following strategies:

(a) estimating ∆ assuming the a priori knowledge of α(·), evaluated at ∆;

(b) estimating ∆ through the approach of [32];

(c) estimating ∆ through the iterative approach with e = 15 µm;

(d) estimating ∆ through the analytical approach with a second-degree polyno-

mial (minimum degree necessary);
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(e) estimating ∆ through the analytical approach with a fourth-degree polyno-

mial (which have furnished the lowest RMSE (see Table 3.3).

Approach (a) corresponds to a thought experiment, since it requires the knowl-

edge of α(·) at the unknown thickness value, which is not available in a practical

setting. However, this approach provides the best accuracy that can be achieved.

In fact, the errors are only due to the uncertainty of the experimental set-up and

the accuracy in calculating α(·). The value of ∆ used in evaluating function α(·)
at the r.h.s. of (3.18) is that of the nominal thickness shown in Table 3.5.

Thickness estimation performance has been compared in terms of the Relative

Thickness Error (RTE), defined as:

RTE =
∆e −∆a

∆a
· 100 (3.44)

where ∆a is the actual thickness of the sample and ∆e is the estimated thickness.

Table 3.6 summarizes the obtained experimental results for the configurations of

Table 3.5.

As expected, the smallest RTEs were observed by adopting approach (a), with

RTEs lower than 1% except for the sample with a thickness of 0.469 mm, for which

an RTE of 1.35% was found. For the original approach of [32], based on equation

(3.12), the RTE significantly worsened, rising to 14%. The smallest error (2.68%) is

obtained for a thickness equal to 1 mm. The new approaches of Section 3.4, namely

(c), (d) and (e), yield an excellent performance. Indeed, the RTEs are always lower

than 2.5% and, in several cases, are comparable with the “ideal” values obtained

by using the a priori knowledge of α(·), i.e. the thought experiment.

Table 3.6: Comparison between the thicknesses obtained by using the true value
of α(∆), the α0 value referred to ∆REF and the two proposed solutions [39].

Actual
thickness [mm]

(a) Solution via the
thought experiment

(b) Solution via the
approach of [32]

(c) Solution via the
iterative method

(d) Solution via the
analytical method
(second-degree)

(e) Solution via the
analytical method
(fourth-degree)

Estimated
thickness [mm]

RTE [%]
Estimated

thickness [mm]
RTE [%]

Estimated
thickness [mm]

RTE [%]
Estimated

thickness [mm]
RTE [%]

Estimated
thickness [mm]

RTE [%]

0.469 0.463 1.35 0.453 3.50 0.463 1.35 0.465 0.85 0.463 1.35
1.035 1.041 0.61 1.007 2.68 1.047 1.16 1.046 1.13 1.047 1.16
1.969 1.952 0.86 1.813 7.91 1.949 1.02 1.937 1.60 1.948 1.06
2.003 2.006 0.16 1.863 6.97 2.007 0.19 1.995 0.38 2.007 0.19
2.912 2.901 0.38 2.588 11.12 2.899 0.43 2.886 0.89 2.902 0.36
3.994 4.001 0.18 3.416 14.48 4.073 1.96 4.091 2.43 4.084 2.24

3.7.2 Experimental results achieved with the dual-stage strat-
egy

In this section, the experimental results achieved by using the proposed dual-stage

strategy are presented and discussed. Also in this case, the experimental campaign

was made using the measurement station and the samples described in Section 3.6.
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Table 3.7: Experimental performance achieved by using the 19-tone multi-sine
signal (first-stage) [40]

FOIP FOCIP
Actual thickness [mm] Estimated thickness [mm] RTEM [%] SDRTE [%] Estimated thickness [mm] RTEM [%] SDRTE [%]

0.469 0.487 3.84 0.04 0.486 3.67 0.03
1.035 0.871 -15.84 0.09 0.805 -22.18 0.05
1.969 1.395 -29.14 0.28 1.106 -43.82 0.13
2.003 1.666 -16.71 0.15 1.544 -22.79 0.10
2.912 3.479 19.49 3.75 1.813 -37.74 1.07
3.994 8.819 120.82 0 8.819 120.82 0

MAIP PCHIP
Actual thickness [mm] Estimated thickness [mm] RTEM [%] SDRTE [%] Estimated thickness [mm] RTEM [%] SDRTE [%]

0.469 0.527 12.43 0.05 0.526 12.17 0
1.035 1.097 5.95 0.04 1.077 4.01 0
1.969 2.043 3.76 0.52 1.991 1.12 0.57
2.003 2.118 5.74 0.05 2.094 4.53 0
2.912 2.995 2.84 1.27 2.892 -0.68 1.26
3.994 3.923 -1.77 1.45 3.921 -1.83 1.47

Table 3.8: Experimental performance achieved by using the 11-tone multi-sine
signal (second-stage) [40]

FOIP FOCIP
Actual thickness [mm] Estimated thickness [mm] RTEM [%] SDRTE [%] Estimated thickness [mm] RTEM [%] SDRTE [%]

0.469 0.479 2.22 0.13 0.461 -1.62 0.13
1.035 1.068 3.19 0.12 1.063 2.70 0.12
1.969 1.993 1.23 0.22 1.977 0.42 0.21
2.003 2.045 2.08 0.12 2.036 1.63 0.11
2.912 2.868 -1.52 0.06 2.901 -0.39 0.09
3.994 4.009 0.37 0.57 3.923 -1.77 0.74

MAIP PCHIP
Actual thickness [mm] Estimated thickness [mm] RTEM [%] SDRTE [%] Estimated thickness [mm] RTEM [%] SDRTE [%]

0.469 0.461 -1.62 0.56 0.460 -1.92 0.12
1.035 1.069 3.28 0.38 1.073 3.68 0
1.969 2.008 1.97 0.36 2.007 1.94 0.61
2.003 2.054 2.69 0.12 2.087 4.33 0
2.912 2.884 -0.96 0.14 2.884 -0.96 0
3.994 4.098 2.61 0.74 4.160 4.16 1.14

From the numerical results obtained in [40], it was possible to state that MAIP

and PCHIP techniques performed better than FOIP and FOCIP techniques in the

case of the first-stage. On the other hand, FOIP and FOCIP techniques performed

better than MAIP and PCHIP techniques in the second-stage. This results was

confirmed in optimal numerical case and in the simulation with measurement noise

[40].

For this reason, MAIP and PCHIP techniques were applied at the first-stage,

while FOIP and FOCIP were applied at the second-stage. Each test was repeated

100 times and both the mean relative error value (RTEM ) and the standard devi-

ation of the relative error (SDRTE) were evaluated. Experimental results for the

first and second stage are shown in Tables 3.7 and 3.8 by using all the interpolating

techniques, respectively. The results confirm performances predicted on numerical

data with noise presented in [40].

From Table 3.7 it follows that MAIP and PCHIP have similar performances in
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Table 3.9: Measurement time perfomance of the proposed dual-stage strategy [40]

Generation and acquisition – first stage 1.41 s
Elaboration – first stage 0.06 s

Generation and acquisition – second stage 1.14 s
Elaboration – second stage 0.05 s

Total Time 2.66 s

terms of both the RTEM and the SDRTE. Then, the peak frequency estimated by

using MAIP, was used as center frequency for the second stage. Similar results can

be achieved by means of PCHIP. From Table 3.8 it follows that FOIP and FOCIP

have similar performances at the second stage. More precisely, FOCIP interpolating

polynomials appears to show slightly better performances with maximum RTE

lower than 2.7 %, and a maximum standard deviation of 0.7 %.

Eventually, an analysis of the measurement time is showed in Table 3.9. The

time required to each elementary phase is evaluated: generation, acquisition and

processing time for both the first and the second stages. It worth noting that

the measurement of Żm,air(f) can be carried out once for all, before the signal

generation and/or acquisition. From the measurement time showed in Table 3.9,

it follows that the proposed method requires up to 2.66 s, when using the double

stage approach.

Moreover, the accuracy obtained by applying the proposed method, after the

second measurement stage, are in line with both the requirements of the quality

standard [84] and the results shown in [32]. These results have been achieved for

treating automatically a “large” range of thicknesses of interest (from 0.4 mm to

4 mm, about), where the double stage procedure is mandatory to get a proper

accuracy. In these conditions (large thicknesses range, two stage procedure), the

proposed method requires less than 2.7 s, suitable for the on line test during typical

production processes. When the nominal thickness value is given, then only the

second stage can be applied. This requires a measurement time lower than 1.2 s.

3.8 Final considerations

This chapter was involved to present some novelties and optimizations applied for

the thickness estimation of metallic plates. The methods are specifically designed

for accurate, inline and real-time applications.

Firstly, it was explained the theory underlying the proposed method for the

transfer characteristic, i.e. the relationship between the measured quantity ωmin

and the unknown thickness ∆, for arbitrary thicknesses 0 < ∆ < +∞.
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The complete knowledge of the transfer characteristic made it possible to find

the physical limit of the probe, namely the critical thickness ∆c: the measurement

of any thickness smaller than ∆c can be carried out safely, i.e. the solution of the

Fundamental Thickness Equation (3.18) exists, is unique and depends continuously

upon the data.

Complementary to the theory, this optimizations consists of two algorithms for

estimating the unknown thickness. The first algorithm is based on an iterative

method for which a proof of its convergence has been provided. The second algo-

rithm is an analytical method, where the thickness is found as the solution of an

algebraic equation, and is based on a local (polynomial) approximation of function

α(·). From a general perspective, the iterative algorithm may be preferred for ap-

plications where the probe is used on the full range, from 0 to the critical thickness

∆c, whereas the analytical algorithm may be preferred when the target thicknesses

vary in a local neighborhood where the polynomial approximation can be made

accurate with only a few terms.

The experimental results confirmed the accuracy of the proposed approaches,

with relative errors lower than 2.5%, and comparable with the ideal ones, that

can be obtained in a thought experiment exploiting the knowledge of the unknown

thickness.

Secondly, the proposed optimization allows to improve the performance in terms

of measurement time: with the dual stage strategy, the first one can treat thickness

in a wider range. In particular, the first-stage provides a coarse estimate of the

thickness, whereas the second one provides its accurate estimate. Interpolating

polynomial and multi-frequency signals played a relevant role in reducing the overall

measurement time.

These activities (described in detail in [38–40]) led to the realization of a mea-

surement system that could be applied in an industrial environment thanks to the

good accuracy and low measurement times. The applicability of the method led to

the realisation of an Italian patent and subsequently to the extension of a European

patent. Currently, the application status is patent pending [41].
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Chapter 4

Introduction of dimensional
analysis in Nondestructive
Testing and Evaluation

4.1 Theoretical framework and rationale behind
the study

Problems related to Non–Destructive Testing and Evaluation (NDT&E) generally

involve several variables. As a matter of fact, the outcome of a NDT&E test de-

pends on (i) the parameters describing the probe (geometry, size, shape, materials,

...), (ii) the physical and geometrical parameters of the sample under testing (elec-

trical conductivity, magnetic permeability, thickness, ...) and (iii) the geometrical

parameters describing the position of the probe with respect to the sample under

testing (lift-off, tilt angle, ...). The number of variables involved and the correlated

nature of these variables (e.g., excitation frequency and thickness estimation as

shown in Chapter 3) make an NDT&E problem difficult to handle. To this pur-

pose, a methodology that can systematically reduce the complexity of problems

by reducing the number of variables involved plays a very important role. For ex-

ample, this reduction of number of variables has a major impact when a physical

problem is modelled either via a machine learning approach or via a numerical

approach [42–44]. In both cases there is an exponential reduction of the number of

required numerical simulations or the size of the training database.

To this aim, dimensional analysis is a mathematical technique for analyzing

problems involving physical quantities [91]. Dimensional analysis can be used to
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simplify complex equations by highlighting the fundamental quantities that de-

scribe a problem. In particular, by analyzing only the physical dimensions of the

variables involved in an equation, it is possible to determine a smaller number

of fundamental quantities that describe the original problem. This simplify the

computation of the solution of the original problem [92]. Dimensional analysis is

commonly used in physics, engineering and other sciences to derive equations and

verify experimental results [49, 50, 93].

Within dimensional analysis, Buckingham’s π theorem plays a important role.

Buckingham’s π theorem has its roots in the concept that the equations of physics

cannot be affected by the choice of the units of the physical quantities [51]. It states

that any physical law can be written in terms of dimensionless groups and provides

a procedure for finding these dimensionless parameters, also called π groups. The

key is that the number of π groups is smaller than the number of the original

variables. For instance, if a physical problem is modelled by an equation of the

type g (q1, . . . , qn) = 0 and the physical dimensions of the qis are expressed by a set

of k fundamental dimensions, then the Buckingham’s π theorem allows to cast the

original physical problem as G (π1, . . . , πp) = 0, where p = n−k and π1, . . . , πp are

the dimensionless group [52–54]. The Buckingham’s π theorem brings a problem

to its fundamental form through the π groups [50], reducing the quantities involved

[94] and decreasing the mathematical complexity of the problem of interest.

In the scientific literature, there are many original applications where the Buck-

ingham’s π theorem has been applied. For example, in [94], dimensional analysis

was applied to processing the biological cells by using microfluidic devices. In

[95], methods were developed based on the use of Buckingham’s π theorem for

optimizing tests inside wind tunnels. In [49] using dimensionless groups, the au-

thors studied the characteristics of different bearing parameters as the temperature

varies. Furthermore, in [93] π groups were adopted for a most effective description

of the characteristic parameters of the thermal balance for the energy demand

evaluation of a high-performance non-residential building. The creation of a rapid

impedance model for proton exchange membrane fuel cells using physical and ge-

ometric parameters was analyzed in [96]. It is suggested to define dimensionless

groups according to Buckingham’s π theorem so that the relationships between the

fundamental dimensions and the physical variables involved in the process under

discussion can be adequately described. This strategy was helpful in solving issues

where first-principles models are unknown, challenging to build, or impossible to

compute. In [97] a comparative study on the wire electrical discharge machining

of reinforcement materials was realized by means of Buckingham’s π theorem. The

theorem was used to model the input variables and thermophysical characteris-

tics of wire electric discharge machining on the material removal rate and surface
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roughness of aluminum and steel.

Without loss of generality, the Buckingham’s π theorem appears to have the

potential to simplify problems related to the large number of variables usually

present in NDT&E problems. In this context, for the first time in the history of

the NDT&E world, the application of this theorem was proposed to solve problems

of various natures.

Specifically, the research activity focused on an initial application of this the-

orem on the main NDT&E methods like ultrasonic methods and EC methods.

For the first case, the potential of the application of dimensional analysis in the

case study of the simultaneous estimation of coating thickness and longitudinal

transmission velocity was shown analytically. Appendix A shows the analytical

procedures of the application of Buckingham’s π theorem and shows how the ana-

lyzed variables are reduced from a number of ten dimensional variables to a number

of six dimensionless variables.

For the second case, an intensive analysis was carried out. The simultaneous

estimation of thickness and electrical conductivity of metallic materials was studied

and analyzed. The effects of the dimensional analysis are shown in Section 4.3

where the results obtained analytically, numerically and experimentally were in-

depth analyzed.

This activity (described in detail in [52–54]) also led to the realization of a

measurement system that can be applied in an industrial environment due to its

good accuracy and low measurement times. The applicability of the method led to

the deposit of an Italian patent, which is currently pending [55].

4.2 The Buckingham’s π theorem

The dimensional analysis includes the set of all methods useful to reduce the com-

plexity of a physical problem, before carrying out its quantitative analysis. Buck-

ingham’s π theorem (1914) is a fundamental “tool” to achieve this result [51]. Its

root lies in previous publications by Lord Rayleigh (1877), J. Bertrand (1878),

A. Vaschy (1892) and D. Riabouchinsky (1911). In its essence, Buckingham’s π

theorem states that any physical law can be expressed in terms of dimensionless

parameters, called “π groups” , since physical laws are independent from the system

of units.

Buckingham’s π theorem is stated as follows. Let a physical problem involving

n dimensional scalar variables be modeled by a scalar equation of the type:

g (q1, q2, q3, . . . , qn) = 0. (4.1)
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Let the physical dimensions of all variables expressed in term of a set of k funda-

mental dimensions D1, . . . , Dk:

dim qi = Dai1
1 × . . .×Daik

k , i = 1, . . . , n, (4.2)

then there exist p = n− k dimensionless groups π1, π2, . . . , πp such that (4.1) can

be cast in the form

G (π1, π2, π3, . . . , πp) = 0. (4.3)

This theorem extends trivially to other cases where the laws of physics are

described by vectors (tensors) quantities and/or multiple equations.

The Buckingham’s π theorem does not give the explicit expression for G, given

g, but, rather, has to be derived explicitly, after the π groups have been computed.

An example of physical dimensions are those from the SI base units: T (time),

L (length), M (mass), I (electric current), Θ (absolute temperature), N (amount of

substance) and J (luminous intensity). However, any set of fundamental dimensions

can be used in the Buckingham theorem.

The Buckingham’s π theorem for the special case when there is one dependent

variable, i.e. q1 = f (q2, . . . , qn) gives

π1 = F (π2, . . . , πp) . (4.4)

The Buckingham’s π theorem extent similarly for the case of two or more dependent

variables.

From a general perspective, each π group can be expressed as

πi = qαi1
1 · · · qαij

j · · · qαin
n (4.5)

where the exponents αij , j = 1, 2, . . . , n, are rational numbers such that πi is a

dimensionless quantity.

To find the αijs, a set of k so called “repeating variables” chosen among the n

dimensional quantities q1, . . . , qn, has to be defined. The repeating variables must

satisfy the following constraints: (i) their products, with proper exponents, give

all the physical dimensions of the underlying problem; (ii) are independent; (iii)

their arbitrary nontrivial products do not generate a dimensionless quantity; (iv)

they should not be dependent variables of the problem, if any. Assuming the k

repeating variables are q1, . . . , qk, each π group is expressed as

πi = qαi1
1 × . . .× qαik

1 qk+i, i = 1, . . . , n− k, (4.6)

and coefficients αijs are found by imposing each π group to be dimensionless.

The main advantage of the Buckingham’s π theorem consists in the reduction of

the number of relevant variables describing a problem from n to p, being p = n−k.
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This approach is very effective especially when n is of the order of few units. This

is because k is of the order of few units, k ≤ 7 in the SI, thus making p a fraction of

n when n is of the order of few units. For instance, in analyzing the RLC circuit,

the problem has n = 6 and k = 3, thus yielding p = 3, that is one-half of n. This

has a major impact in reducing the amount of experimental and/or numerical data

required to make correlations of physical variables.

Indeed, for fully characterizing the function f appearing in [52] for the RLC

circuit example, the parameters array
(
Ē, ω,R, L,C

)
has to be varied in C × R4,

whereas the full characterization of the function F in [52] requires the parameters

array (π2, π3) to be varied in R2. This latter option (evaluation of F ) is definitely

less expensive, in terms of number of experimental test or numerical simulation,

if compared to the first one (evaluation of f). Summing up, dimensional analysis

is a very powerful technique for formulating physics problems in their most basic

forms, by minimizing the degrees of freedom of the problem.

Another advantage offered by Buckingham’s π theorem is that its application

does not require the a priori knowledge of the law relating the key physical quan-

tities. It can be applied starting from only the knowledge of the physical variables

describing the phenomenon. This is very important when the laws constraining

the physical quantities are unknown, and it provides a guide for finding such laws.

4.3 Buckingham’s π theorem in an EC case study:
simultaneous estimation of thickness and elec-
trical conductivity of metallic samples.

In this Section, a new methodology to simultaneously estimate the thickness and

the electrical conductivity of metallic samples is discussed. The proposed approach

is based on the application of the EC method combined with the Buckingham’s π

theorem [51].

This specific applications is motivated by recognizing that the measurement of

the value thickness and electrical conductivity of metallic materials is a crucial fac-

tor in all production and manufacturing processes (e.g., heat treatment, rolling and

pressing). Indeed, these two quantities directly affect the quality properties of fin-

ished products, such as hardness, toughness, and tensile strength [10, 11, 13, 84].

Additionally, many methods in the literature relating to thickness measurement

require a priori knowledge of the electrical conductivity of the analysed sample,

which is not always available [32, 33]. In this scenario, accurate, real-time moni-

toring of the thickness and electrical conductivity of metallic materials is essential

to improve production quality and efficiency. In-line measurement techniques are
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essential because they enable automatic quality control during production, ensuring

products or materials with appropriate accuracies, reasonable prices and reduced

measurement times.

The possibility of applying EC methods to the simultaneous estimation of sev-

eral parameters, such as thickness, electrical conductivity and lift-off, has been

widely studied in the literature. For example, in [98] was proposed a method to

simultaneously measure the thickness and electrical conductivity of the metallic

sample, based on a single-frequency ECT method analyzing the phase of the mu-

tual impedance. ECT sensing systems using anisotropic magnetoresistive sensors

for simultaneous estimation of thickness and electrical conductivity was proposed in

[99], while in [100] a new eddy current sensing method with a material-independent

model for coupled-parameter estimation was proposed. Pulsed Eddy Current meth-

ods were also analyzed for multi-parametric estimation. For instance, in [101] the

possibility to determine the thickness and electrical conductivity of conductive coat-

ings on metallic samples was investigated using a PEC method, while in [102] a

transient eddy-current measurement approach was proposed. Finally, an improved

Newton iterative method to detect thickness, electrical conductivity, permeability,

and lift-off of the metallic sample based on multi-frequency excitation ECT was

developed in [103].

In this activity, the Buckingham’s π theorem were applied in order to simul-

taneously estimate the thickness and electrical conductivity of metallic samples.

With respect to the methods already found in the literature, the methodology pro-

posed in this work offers certain advantages. Firstly, Buckingham’s theorem makes

it possible to reduce the number of variables to be considered, which reduces the

computational complexity of the problem. Secondly, it allows the structure of the

relationships existing between the variables involved to be established. Thirdly,

the proposed procedure is compatible with applications in which simultaneous es-

timation is required in on-line and real-time industrial conditions. Fourthly, the

proposed approach guarantees excellent accuracy.

The Section is organized as follows. In subsection 4.3.1 it was applied the

Buckingham’s π theorem to the specific problem and it was derived the essential

structure of the relationship between the relevant variables in terms of π groups [52–

54]. In subsection 4.3.2, it was provided the method for the simultaneous estimation

of the thickness and electrical conductivity of a nonmagnetic sample. Subsection

4.3.5 and subsection 4.3.6 contains descriptions of the experimental set–up, case

studies and experimental results respectively. Finally, in Section 4.5 is described an

initial metrological characterization with respect of the single thickness estimation.
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4.3.1 Dimensional analysis in Eddy Current method

An Eddy Current Probe (ECP) is usually made by an excitation coil, that generates

a time-varying magnetic flux density inducing, in turn, a current density in a

metallic material, and a receiver coil or field sensor to sense the reaction magnetic

flux density due to the induced eddy currents as described in Chapter 2. Probes

of different shape and arrangement can be adopted, which are based on a single

or multiple coils for producing the excitation magnetic field and for measuring the

response of the material under testing [98, 101–103], one coil for the excitation

magnetic field and a magnetic flux density sensor for the sensing the response [99,

100], and so on. In all these EC scenarios, Buckingham’s π theorem can be suitably

applied for a deep understanding of the structure of the relationships between the

variables describing the physical problem and for getting a simplification of the

model thanks to the reduction of the number of degrees of freedom required to

describe the system.

To shown the effectiveness of the Buckingham’s π theorem for the simultaneous

evaluation of thickness and conductivity via EC data, a specific case study was

considered. Without loss of generality, it has been considered an ECP made of

two coaxial coils (transmitter and receiver): the upper coil used as driving coil

and the lower coil as pick-up coil. Coaxial coils and nonmagnetic materials have

been assumed. Fig 4.1 shows the geometry of the problem, with both the metallic

sample and the ECP.

In the case of interest, the measured quantity is ∆Żm = Żm,sample − Żm,air,

i.e. is the difference of the mutual impedance between the coils when the ECP is

located on the sample (Żm,sample) and in air (Żm,air), respectively, at a prescribed

angular frequency. Hereafter coaxial coils and nonmagnetic materials are defined.

The key physical quantities determining ∆Żm(ω) are (see Fig. 4.1):

• the parameters describing the geometry of the probe: the internal r1 and

external r2 radii of the coils, the height h1 and number of turns N1 of the

receiving coil, the height h2 and number of turns N2 of the driving coil and

the separation between the coils d;

• the angular frequency ω of the driving current applied for the test;

• the thickness ∆h and the electrical conductivity σ of the metallic sample;

• the magnetic permeability of the vacuum µ0 and the corresponding magnetic

reluctance ν0 = 1/µ0.

• the lift-off l0 between the sample and the ECP and the tilting of the ECP

probe w.r.t. the perpendicular to the sample.
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The geometrical parameters of the ECP are normalized with respect to a length

D = r2 and are grouped in a dimensionless vector t = (r1/D, h1/D, h2/D, d/D).

The normalization constant D represents the size of the probe. Other choices for

D can be equally made.

Figure 4.1: Representation of the axis-symmetrical ECP placed on the metallic
sample with their geometrical characteristics [52].

All the listed parameters (geometry of the probe, number of turns of the coils,

conductivity and thickness of the sample, lift-off and tilting of the ECP with respect

to the sample) affect the mutual impedance between the transmitting and receiving

coils, i.e.
∆Żm

N1N2
= f (ω, σ, ν0,∆h,D, t, l0, θ) . (4.7)

The evaluation of f , either by a numerical method or an experimental campaign,

is not a trivial task, because its cost/time increases exponentially with the number

of the arguments.

Equation (4.7) involves a total of nine variables (n = 9), with seven real-valued

and scalar independent variables ω, σ,∆h,D, l0, θ, ν0, one real-valued vector inde-

pendent variable t and one complex-valued dependent variable ∆Żm/N1N2. Vari-

ables D and t correspond to five real-valued and scalar variables (r1, r2, h1, h2, d).

All variables can be expressed in terms of three fundamental dimensions (k = 3),

length L, time T and impedance Ω, as showed in Table 4.1.

Buckingham’s π theorem allows to obtain six dimensionless groups (p = n −
k = 6) as those listed in Table 4.2, where it has been assumed ν0, ω and D as

repeating variables. It is worth noting that each dimensionless variable of the

original problem, as t and θ, is assigned to a dimensionless π group, i.e. π5 = t and

π6 = θ. Consequently, (4.7) can be expressed as π1 = F (π2, π3, π4, π5, π6), that is
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Table 4.1: Dimensional variables in the multi-parameter estimation problem,
expressed in terms of fundamental dimensions [52].

Numbers Parameters Symbols Fundamental dimensions

1 impedance variation ∆Żm [L0T 0Ω1]
2 electric conductivity σ [L−1T 0Ω−1]
3 magnetic reluctance of the vacuum ν0 [L1T−1Ω−1]
4 angular frequency ω [L0T−1Ω0]
5 thickness ∆h [L1T 0Ω0]
6 lift-off l0 [L1T 0Ω0]
7 ECP characteristic length D [L1T 0Ω0]
8 ECP shape t [L0T 0Ω0]
9 probe orientation features θ [L0T 0Ω0]

∆Żmν0
N1N2ωD

= F

(
D

√
ωσ

2ν0
,
∆h

D
,
l0
D
, t, θ

)
(4.8)

= F

(
D

δ
,
∆h

D
,
l0
D
, t, θ

)
, (4.9)

where F is a proper function and the skin-depth δ is equal to

δ =

√
2ν0
ωσ

. (4.10)

Table 4.2: List of the π groups for the case of interest [52–54]

Dimensionless groups

π̄1 = ∆Żmν0

N1N2ωD π2 = D
√

ωσ
2ν0

π3 = ∆h
D

π4 = l0
D π5 = t π6 = θ

By taking into account that the purpose of this study is to measuring the thick-

ness and the electrical conductivity of a metallic sample, given the characteristics

t of the ECP and the lift-off l0 and tilting θ, it is convenient to focus on groups π̄1,

π2 and π3 since π4, π5 and π6 are known. Consequently, the final dimensionless

relationship under analysis is:

∆Żmν0
N1N2ωD

= F

(
D

√
ωσ

2ν0
,
∆h

D

)
, (4.11)
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where, with a slight abuse of notations, the values of π4, π5 and π6 are understood.

Equation (4.11) has to be compared with the counterpart of (4.7) for prescribed

(understood) t, l0 and θ:

∆Żm

N1N2
= f (ω, σ, ν0,∆h,D) . (4.12)

The impact of the Buckingham’s π Theorem is significant. Firstly, starting

from (4.12) involving a complex function of five real arguments, it is possible to get

an equivalent relationship requiring a complex function F of two real arguments,

without the explicit knowledge of the original function f . The new (reduced)

function F can be easily computed numerically of measured experimentally, since

it is defined in R2 rather than in R5. Moreover, by combining (4.11), with the π

groups of Table 4.2, it is easy to realize that f and F are tightly related:

f (ω, σ, ν0,∆h,D) =
ωD

ν0
F

(
D

√
ωσ

2ν0
,
∆h

D

)
, (4.13)

thus the computation or experimental evaluation of F gives the values of f .

Secondly, the Buckingham’s π Theorem allows to represent the inverse problem

in the two-dimensional (π2, π3) plane, rather than in a five-dimensional space. This

last remark is at the foundation of the method for the simultaneous estimate of ∆

and σ via level curves, described in subsection 4.3.2.

It is important to remark that the same approach can be applied to the case of a

single coil ECP or to the case when the reaction magnetic flux density is measured

by a field sensor.

4.3.2 Simultaneous estimate of thickness and electrical con-
ductivity

This subsection is organized in two parts. In the first part an approach based

on level curves is proposed. Level curves can be easily introduced, thank to the

π groups, that play a key role. The second part is devoted to show the physical

limits of the method in terms of level curves.

Without loss of generality, a planar geometry has been considered for demon-

strating the effectiveness of dimensional analysis. The same treatment can be

applied to non-planar geometries like tubes and complex shapes.

Thanks to the abstract representation of (4.11), where the (complex) measured

quantity π̄1 is a function defined in the (π2, π3) plane, it is possible to introduce

a set of level curves with respect to π̄1. This is possible because the measured

quantity Żm and the unknowns σ and ∆h are not mixing in the π groups.
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To get a level curve in the (π2, π3) plane, it is required to prescribe the value of

a real valued quantity. For instance, it is possible to chose either the real part, or

the imaginary part, or the magnitude, or the phase of π̄1, or any other real function

of π̄1. Fig. 4.2 shows the level curves for the four basic quantities: Re{π̄1}, Im{π̄1},
|π̄1| and π̄1, in the (π2, π3) plane. The parameters for the underlying ECP are

provided in Table 4.3.

Figure 4.2: Level curves for π̄1: (a) Re{π̄1}, (b) Im{π̄1}, (c) |π̄1|, and (d) π̄1.
The level curves have been plotted at constant step, i.e. the difference between
the values for two consecutive level curves is constant. Smaller gradients are found
where the distance between the curves increases [52].

The level curves of Fig. 4.2 have been obtained from a numerical evaluation

of F (π2, π3) in a range of values for π2 and π3. The numerical evaluation has

been carried out by evaluating ∆Żm via the the semi-analytic model by Dodd and

Deeds [83]. π2 has been varied in the range [2.82; 28.2], whereas π3 in the range[
4.2× 10−3; 42× 10−3

]
. These ranges have been obtained by retaining σ constant

and varying ∆h and ω, as in Table 4.4.

The level curves are a powerful tool to solve equation

F (π2, π3) = π̄1. (4.14)

Specifically, from the measurement of Żm at a prescribed angular frequency ω, it
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Table 4.3: Values of the parameters of the ECP [52].

Parameter Value
h1 = h2 6 [mm]

d 2.20 [mm]
r1 23.60 [mm]
r2 23.95 [mm]
l0 1 [mm]

N1 = N2 17
θ 0 [°]

Table 4.4: The physical parameters used for the numerical evaluation of F (·, ·)
[52].

Parameters Value
σ 35 MS/m
∆h [0.1 mm, 10 mm]
f [100 Hz, 10000 Hz]

is possible to compute π̄1 as ∆Żmν0/N1N2ωD. Then, from the specific value of

π̄1, it is possible to solve (4.14) by finding the intersection point between the level

curves from two or more different plots of Fig. 4.2, as shown in Fig. 4.3. Once π2

and π3 have been evaluated, the unknown electrical conductivity σ and thickness

∆h can be evaluated as

σ =
2ν0
ω

(π2

D

)2

(4.15)

∆h = Dπ3. (4.16)

The step-by-step algorithm is:

• Measure ∆Żm at a prescribed ω;

• compute π̄1 = ∆Żmν0/N1N2ωD;

• find the level curves for at least two plots of Fig. 4.2;

• find the intersection point (π2, π3) for the selected level curves;

• compute σ and ∆h via (4.15) and (4.16).
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Figure 4.3: Intersection of level curves from the mutual impedance measured at an
individual prescribed frequency. The sample has an electrical conductivity of 18
MS/m and a thickness of 2 mm. The frequency is 1650 Hz [52].

Summing up, dimensional analysis allows to cast the problem of retrieving

∆h and σ in very simple terms as intersection of level curves in a plane. This

is because the five primary parameters (ω, σ, ν0,∆h,D) influencing the measured

data combine in the very compact form given by groups π2 and π3, rather than

individually as in (4.12). For the same reason, i.e. that the influence parameters

combine in a compact form, it is computationally feasible to compute numerically

the function F (·, ·), that is a function of two parameters rather than f(·, ·, ·, ·, ·),
that depends on five parameters. Finally, it is worth noting that the F (·, ·) can be

pre-computed and stored once for all, given t, l0 and θ.

The noise is a major issue when dealing with experimental data. To increase

the accuracy of the method, it is proper to process the impedance measured at

multiple frequencies. In this case, the level curves intersection procedure has to be

repeated at each angular frequency, thus obtaining a set of points in the (π2, π3)

plane, as showed in Fig. 4.4.

Since π2 is independent on ω, whereas π3 depends on ω, being proportional

to
√
ω, the intersection points are distributed along a horizontal line. To each

intersection point related to the impedance measured at the i−th angular frequency

ωi corresponds an estimate σi and ∆hi of the electrical conductivity and thickness

of the sample. The final estimation of ∆h and σ can be obtained by processing all

the the ∆his and σis at an improved robusteness since combines the information

from different frequencies.

Alternatively, it is possible to plot the level curves on the (σ,∆h) plane, by

means of (4.15) and (4.16). This latter strategy is extremely convenient because

all the level curves, regardless the angular frequency, intersect at the same point,

as showed in Fig. 4.5. The intersection point gives directly the estimate of ∆h and
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Figure 4.4: Intersection of level curves from the mutual impedance measured at
five different frequencies. The sample has an electrical conductivity of 18 MS/m
and a thickness of 2 mm. The frequencies are 650, 1150, 1650, 2150 and 2650 Hz
[52].

σ.

The (π2, π3) plane can be divided in different regions, yielding to different in-

formation that be inferred from the measured data.

There are three basic conditions that have to be considered:

1. the skin-depth δ(ω) is enough smaller than ∆h. i.e. π2π3 is enough larger

than 1;

2. the size of the probe D is much smaller than ∆h, i.e. π3 ≫ 1;

3. the skin-depth δ(ω) is much larger than ∆h, i.e. π2π3 ≪ 1 and the size of

the probe D is much larger than ∆h, i.e. π3 ≪ 1.

In the first case (regions (c), (f) and (i) of Fig. 4.7), the skin-depth is smaller

than ∆h and this prevents the thickness ∆h to be retrieved from the data, i.e.

the dimensionless impedance π̄1. This behaviour can be easily recognized in the

plots of Fig. 4.2, where the level curves become almost vertical, meaning that

the π3 does not affect the measured data π̄1, i.e. ∆h cannot be retrieved by the

knowledge of π̄1. We found numerically that the region where the level curves are

almost vertical corresponds to π2π3 > 3, as shown in Fig. 4.6. However, in these

regions, the electrical conductivity can be still retrieved from π̄1, since a change in

the electrical conductivity, i.e. in π2, determines a change of π̄1.

In the second case (regions (a), (b) and (c) of Fig. 4.7), the probe is geometri-

cally too small to interact with the bottom of the sample, regardless the skin-depth,

i.e. regardless the value of π2 = D/δ. This prevents the thickness ∆h to be re-
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Figure 4.5: Representation on the normalized plane of the frequency measurements
obtained in the case of sample with thickness of 2 mm and electrical conductivity
of 18 MS/m for the level curves Re{π̄1}, Im{π̄1}, |π̄1|, and π̄1 using five different
excitation frequencies [52].

trieved from π̄1, but the electrical conductivity σ can be still retrieved. As for the

previous case, the level curves are almost vertical in regions (a), (b) and (c).

In the third case (region (g) of Fig. 4.7), the probe is much larger than the

thickness ∆h and the sample is fully penetrated by the electromagnetic field. In

this case is possible to retrieve only the surface electrical conductivity of the sample,

i.e. the σ∆h product [38].

In the remaining regions (d), (e) and (h) of Fig. 4.7, it is possible to retrieve both

the electrical conductivity σ and the thickness ∆h, starting from the dimensionless

impedance π̄1. This is the so-called feasibility region, where the largest amount

of information can be retrieved from the measured data. Region (h) deserves to

be highlighted, because it opens to the possibility of measuring both the electrical

conductivity and the thickness of thin and very thin samples.

The plots of the level curves provide another precious but less recognized in-

formation. Specifically, at the higher frequencies where the thicknesses cannot be

retrieved (regions (c), (f) and (i) of Fig. 4.7), the spacing between the level curves

increases, as showed in Fig. 4.2. This means that the gradient of the measured

data π̄1 with respect to π2 decreases for increasing π2. In other terms, at large

angular frequencies and/or electrical conductivities, the sensitivity of the measure-

ment with respect to σ decreases, despite some authors claimed that it is convenient

estimating the electrical conductivity in such conditions, because the data does not

depend on the thickness ∆h.
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Figure 4.6: The level curves above the curve π2π3 = 3 are almost vertical [52].

4.3.3 A initial numerical validation of the proposed method

In this subsection, a preliminary application of the method in a numerical envi-

ronment was carried out. Were considered three different samples, whose thickness

and electrical conductivity are reported in Table 3.6, that are: common copper,

aluminium for automotive application [104] and a different aluminium for aerospace

applications [105].

The tests concern a simple single-coil sensor as shown in Figure 4.8. It was

composed by a number of turns equal to 20, an external radius (Rext) equal to 20

mm, an internal radius equal (Rint) to 19.60 mm, an height (H) equal to 3 mm

and a lift-off (Lo) equal to 0.5 mm.

In order to observe the self-impedance trends, the analysis was carried out

numerically by means of the Dodd and Deeds semi-analytical model [83]. The

results of the model were also corrupted by synthetic noise. Specifically, let ∆Żn the

noisy version of the simulated self-impedance, it was considered ∆Żn = ∆Ż +N ,

where N is the Gaussian Noise characterized by mean equal to 0 and standard

deviation equal to σx. The application of the method on the various features of

π1 (related to self-impedance measured by the eddy current probe), the standard

deviation σx is chosen starting from the typical accuracy values of LCR meters

[106, 107].

Figure 4.9 shows the intersection points obtained through the features Re{π̄1},
Im{π̄1}, |π̄1| and π̄1 considering different noise levels equal to 0.1%, 0.25% and

1% (e.g. the best performances achievable by [106]) for fifty numerical tests. As

it can be seen, as the noise level value increases, the intersection points tend to

have greater variability. The effect of the noise levels considered is also shown in

Figure 4.10. It can be seen that the intersection distribution in the scatter plot

on normalized (∆h,σ) plane tends to cover a greater area as the measurement
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Figure 4.7: The different regions of operations. The basic constraints π3 ≫ 1,
π2π3 ≪ 1 and π3 ≪ 1 are represented as π3 ≥ k, π2π3 ≤ 1/k and π3 ≤ 1/k, being
k ≫ 1. Here k = 10 [52].

Figure 4.8: Eddy Current Probe placed on a conductive plate with its geometrical
characteristics [53].

performance worsens.

In order to realize a quantitative analysis, in Table 4.5, the results of the appli-

cation of the presented method in the different cases are reported. Specifically, the

mean absolute relative error of the estimated quantity (εmean) and the estimated

relative standard deviations on overall absolute relative errors (stdεmean) on a set

of fifty numerical tests at 500, 1000, 1500, 2000, 2500Hz are reported.

As it can be seen, the method appears to be quite robust with respect to noise.

Indeed, the values of εmean and stdεmean
are reasonably low even for increasing

σx and compatible with the performance in terms of measurement time, in-line

inspections related to the paradigm of the Industry 4.0.
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Figure 4.9: Intersection points obtained on π2, π3 plane considering a set of fifty
numerical tests at 500(red), 1000(blue), 1500(green), 2000(magenta), 2500(cyan)
Hz and different noise levels [53].

4.3.4 The measurement procedure

The measurement procedure consists of three main phases subdivided into elemen-

tary steps as sketched in Fig. 4.11 and shown in [52].

The first phase is carried out off-line, once the parameters of interest have been

defined (e.g. the thickness and electrical conductivity ranges to be estimated, the

probe characteristics and the frequency range to be analysed). It is characterised

by three phases: parameter definition, numerical simulations and experimental

calibration. This step is performed once and is only repeated if one of the defined

characteristics (e.g. probe, frequency range, etc.) changes.

The second phase is made in-line and it is characterized by two main steps: the

experimental execution of the test at a defined excitation frequency (fixed inside

the frequency range defined in Phase 1); the processing of the measured quantities

to estimate the thickness and electrical conductivity. With the aim to improve

the quality of the thickness and electrical conductivity estimation, Phase 2 can be

repeated for different values of the frequency.

Finally, in the third phase, the final estimation of the thickness and electrical

conductivity is provided by means of the level curves of Fig. 4.4 or its equivalent
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Figure 4.10: Intersection points obtained on σ, ∆h plane considering a set of fifty
numerical tests at 500(red), 1000(blue), 1500(green), 2000(magenta), 2500(cyan)
Hz and different noise levels [53].

of Fig. 4.5, in case of measurement at multiple frequencies.

Details for each individual step are given below.

Phase 1: Off-line activities

# 1.1 Parameters definition

In this step, the characteristics of both the sample under test and the ECP are

defined. In particular, the following parameters are prescribed: (i) geometry,

dimensions and physical parameters of the ECP; (ii) thickness and electrical

conductivity ranges to be explored; (iii) range of the excitation frequencies

to be analysed.

The main parameters used in this paper are summarized in Tables 4.3 and

4.4.

# 1.2 Numerical simulations

This step consists in an off-line numerical simulation to evaluate the level

curves, given the parameters defined in Step # 1.1. In detail, for each

value of thickness and frequency, the corresponding simulated value of ∆Żm

(∆Żm,sim) is obtained using the semi-analytic models developed by Dodd and
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Table 4.5: Performance achieved with the considered noise levels.

Cases Noise levels [%] ϵ∆h,mean[%] stdϵ∆h,mean
[%] ϵσ,mean[%] stdϵσ,mean

[%]
∆h =
1[mm], σ =
58[MS/m]

0.10 0.49 0.10 0.46 0.11
0.25 0.60 0.34 0.57 0.36
1 0.91 0.57 1.38 0.50

∆h =
3[mm], σ =
20[MS/m]

0.10 0.17 0.05 0.12 0.04
0.25 0.29 0.18 0.27 0.21
1 2.64 3.81 2.21 3.23

∆h =
5[mm], σ =
17[MS/m]

0.10 0.13 0.31 0.06 0.14
0.25 0.74 0.98 0.41 0.39
1 2.69 2.27 1.39 1.19

Deeds [83] (other simulation tools can be used without leading the general-

ity of the proposal). Then, the resulting values of the dimensionless groups

(π̄1, π2, π3) are calculated, according to the dimensionless groups listed in

Table 4.2. In this phase, it is important to generate dimensionless curves for

the higher number of different thicknesses and electrical conductivities. This

means to make several simulations changing the thickness and the electrical

conductivity (the product ωσ) inside the ranges defined in Step # 1.1 with

a suitable resolution step allowing to have one level curve for each thickness

and ωσ product. In this phase, the desired resolution capability in the ∆h−σ

estimation is defined. The time needed to do this task is not an issue since

it is made once.

# 1.3 Experimental calibration

In order to use the level curves simulated in Step # 1.2 to estimate unknown

thickness and electrical conductivity from experimental results, a suitable ex-

perimental calibration phase is needed. The aim is to check the agreement

between the simulated and experimental data due to the adopted simula-

tion model, the uncertainty in the knowledge of the geometrical and physical

characteristics of the ECP, the experimental noise, the measurement uncer-

tainty, and so on. In particular, considering a number of reference metallic

samples with known electrical conductivity and thickness and using the ECP

defined in Step # 1.1, several experimental tests have been carried out for

each excitation frequency used to create the simulated level curves (Step #

1.2) obtaining the experimental values of ∆Żm (∆Żm,exp). A calibration

factor c is then evaluated by the ratio between numerical and experimental

results for each considered frequency:
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Figure 4.11: Operation flow-chart behind the ∆h− σ estimation process.

c(f) =
∆Żm,sim(f)

∆Żm,exp(f)
. (4.17)

Phase 2: In-line activities

# 2.1 Experimental execution of the test at a defined excitation frequency

This step consists of the experimental acquisition of the data to evaluate

∆Żm,exp. This is an in-line experimental measurement activity performed

at a defined excitation frequency (f∗) chosen from the values adopted in

Step # 1.1, on a SUT with unknown thickness and electrical conductivity

(inside the ranges defined in Step # 1.1). This step can be performed at only

one frequency or repeated at other frequency values in order to improve the

quality in the measure of the unknown thickness and conductivity.

# 2.2 Data processing to estimate thickness and electrical conductivity
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Firstly, to the obtained experimental ∆Żm,exp(f
∗), the calibration factor

c(f∗) is applied and the check of compliance with the feasibility region defined

in Fig. 4.6 is made. Then, according to the dimensionless groups defined

in Table 4.2, the Re{π̄1,exp}∗, Im{π̄1,exp}∗, |π̄1,exp|∗, (π̄1,exp)
∗ values are

calculated. Each one of these values corresponds to a dimensionless curve

on the simulated contour map obtained in Step # 1.2. Finally, the point

of intersection of the four level curves is found in order to estimate the π∗
2

value for the x-axis coordinate and the π∗
3 value for the y-axis coordinate (as

represented in the Fig. 4.4 and Fig. 4.5).

Given the π∗
2 and the π∗

3 estimated quantities, the thickness can be evaluated

as ∆h∗ = Dπ∗
3 while the electrical conductivity can be evaluated as σ∗ =

2ν0

2πf∗

(
π∗
2

D

)2

.

It is worth noting that phase 2 is repeated at a different frequencies in two

possible cases: either for a failure in the check of compliance with the feasibil-

ity region or to improve the accuracy of the estimate of the thickness and the

electrical conductivity, leveraging measurements from different frequencies.

Phase 3: Data processing for thickness and electrical conductivity estimation in

case of multi-frequency approach

This last phase is made only if the operator has decided to use more than one

frequency to execute the measurement of thickness and conductivity. This

choice is made with the purpose to improve the measurement uncertainty

since for each frequency can be made a ∆h−σ estimation. So it is possible to

make suitable choices for the definition of the final results such us evaluating

them as the mean value of the ∆h and σ values obtained at the different

frequencies.

4.3.5 Case studies and experimental set-up

The experimental tests were carried out on six samples with known thicknesses

and electrical conductivities. The main characteristics of the considered samples

are shown in Table 4.6 and are contained in the parameter ranges (see Step # 1.1)

used to create the simulated dimensionless curves (see Step # 1.2).

The experimental set-up was described in Section 3.6. In addition, the metro-

logical characterization of the proposed measurement method were carried out. In

particular, the tests were realized at different excitation frequencies by applying a

swept-sine signal to feed the exciting coil (so also the Phase 3 described in subsec-

tion 4.3.4 has been carried out). In particular, the considered frequency range was

from 300 Hz to 3 kHz, with a frequency step equal to 50 Hz. For each applied sine

79



CHAPTER 4. Introduction of dimensional analysis in Nondestructive
Testing and Evaluation

Table 4.6: Main characteristics of analyzed samples [52].

Name code Metal alloy Electrical conductivity (σ̃) [MS/m] Thickness (∆̃h) [mm] sample dimensions [mm x mm]
#a Aluminium (2024-T3) 17.66 2.03 200 x 200
#b Copper 58.50 0.98 200 x 200
#c Aluminium (6061-T6) 28.23 1.97 200 x 200
#d Aluminium (AW-1050A) 35.27 1.03 250 x 250
#e Aluminium (AW-1050A) 35.44 2.93 250 x 250
#f Aluminium (AW-1050A) 35.91 3.98 250 x 250

signal, the RMS current value of 115 mA is considered. The conditioning unit is

characterized by a bandpass filter with a bandwidth between 30 Hz and 10 kHz and

an amplification gain of 200 for the voltage proportional to the excitation current

and 100 for the output voltage on the receiver coil. In order to optimize the data

processing in the time domain, the signals digitization is performed by adopting a

sampling frequency 1000 times the considered signal frequency and acquiring 4 pe-

riods of each signal. A script developed in the MATLABTM environment, running

on a dual-core PC, manages the automation of the whole developed measurement

station and performs the signal processing to evaluate the desired quantities. The

final outputs are the mutual impedances Żm,air and Żm,sample considering the tests

carried out on the air and the conductive sample respectively.

4.3.6 Experimental characterization of the proposed mea-
surement method

In this subsection the experimental campaign is described. For each considered

sample and for each adopted excitation frequency value, 20 repeated measurements

were carried out to investigate the repeatability in the estimation of both ∆h and

σ. To quantitatively analyze the goodness of the proposed method, the following

figures of merit have been defined.

• The average of both the thickness (∆hf ) and the electrical conductivity (σf )

at each frequency, calculated as the average of all the electrical conductivities

and thicknesses estimated for the 20 repetitive measurements carried out at

each considered frequency.

• The mean absolute relative error of the estimated thickness (ϵrf,∆h) and elec-

trical conductivity (ϵrf,σ) at each frequency with respect to the corresponding

known values (see equations (4.18) and (4.19) respectively).

ϵrf,∆h =
|∆hf − ∆̃h|

∆̃h
· 100 (4.18)
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ϵrf,σ =
|σf − σ̃|

σ̃
· 100 (4.19)

• The standard deviation of the 20 obtained relative errors at each frequency

stdϵrf,∆h
and stdϵrf,σ .

• The overall obtained average thickness (∆h) and electrical conductivity (σ):

it can be calculated as the average of all the thicknesses and electrical con-

ductivities estimated for each excitation frequency and for each repetition for

the considered frequency.

• The mean absolute relative error of the estimated thickness (ϵr,∆h) and elec-

trical conductivity (ϵr,σ) with respect to the nominal thickness and electrical

conductivity respectively (see equations (4.20) and (4.21) respectively).

ϵr,∆h =
|∆h− ∆̃h|

∆̃h
· 100 (4.20)

ϵr,σ =
|σ − σ̃|

σ̃
· 100 (4.21)

• The estimated absolute standard deviations (std∆h, stdσ) on all the estimated

thicknesses and electrical conductivities.

• The estimated relative standard deviations (stdϵr,∆h
and stdϵr,σ ) on overall

absolute relative errors.

In detail, for all the considered frequencies that fall inside the feasible operating

area, Fig. 4.12 shows the behaviour of the mean absolute relative errors ϵrf,∆h (a),

and the corresponding standard deviation stdϵrf,∆h
(b) related to the thickness es-

timation. The corresponding figures of merit in the case of conductivity estimation

are reported in Fig. 4.13 (a) (ϵrf,σ) and Fig. 4.13 (b) (stdϵrf,σ ).

As expected, for all the analysed samples, both the error and the standard devi-

ations are generally more significant at low excitation frequencies for both ∆h and

σ (due to the weakness of the eddy current at those frequency values). Increasing

the excitation frequencies, relative error assumes suitable values always lower than

5 % for the thickness and 4 % for the electrical conductivity. Similar behaviors

can be observed for the standard deviations (see Fig. 4.12 (b) and Fig. 4.13 (b)).

The obtained results prove the suitability of the proposed method to measure both

thickness and electrical conductivity with a single frequency measurement. This is

confirmed by the minimum values obtained for the errors and standard deviations

of both thickness and conductivity that can reach values lower than 0.1 %.
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Figure 4.12: (a) Behaviour of the mean relative error (ϵrf,∆h) and (b) the corre-
sponding relative standard deviation (stdϵrf,∆h

) for the estimated thicknesses at
different frequencies and for all the considered metallic samples.

Several considerations can be made on the suitable choice of the optimal fre-

quency to be used for the single-frequency approach or the range of frequencies to

be adopted if the multi-frequency solution is considered. This kind of analysis are

outside the scope of this first experimental validation of the proposed method. It

will be made in a future work where a deep metrological characterization will be

proposed. To complete the analysis of the data related to this first experimental

validation, Tables 4.7 and 4.8 show the considered figure of merits in terms of error

and standard deviation on the overall measured data (all frequencies and all rep-

etitions) for the thickness and the electrical conductivity estimation respectively.

These results can be seen as a possible output of Phase 3 of the proposed method

in the case of a multi-frequency approach. Obviously, the mean values shown in

the tables are affected by the poorness of the results at the low-frequency values

that could be suitably avoided by selecting the frequency ranges.

4.4 Final discussion and remarks

In this research activity was proposed an ECT method for the simultaneous esti-

mation of thickness and electrical conductivity of conductive samples by using the

Buckingham’s π theorem. The method has been presented from the concept to an

experimental validation carried out on metallic samples with different thicknesses

(from 1 to 4 mm) and electrical conductivities (from 17.5 to 58.5 MS/m). The

method can be applied to either single or multi-frequency data and its negligible
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Figure 4.13: (a) Behaviour of the mean relative error (ϵrf,σ) and (b) the correspond-
ing relative standard deviation (stdϵrf,σ ) for the estimated thicknesses at different
frequencies and for all the considered metallic samples.

computational cost makes it suitable for industrial in-line inspections.

The possibility of applying this method on magnetic materials will also be in-

vestigated and developed in future studies. The physical limits of the application

of ECT methods on magnetic materials are known in the literature as the relative

magnetic permeability has an effect on the depth of penetration of the eddy cur-

rents. This issue certainly limits the range of thicknesses that can be analysed, but

three different scenarios can be approached: (i) in the case of known relative mag-

netic permeability, the method presented in this work can be applied by replacing

the magnetic permeability of the vacuum (µ0) with the magnetic permeability (µ)

in the equations; (ii) the double estimation method proposed in this work can be

Table 4.7: Summary of the obtained results for the thickness estimation
considering the overall executed tests [52].

Name code ∆̃h [mm] ∆h [mm] std∆h [mm] ϵr,∆h [%] stdϵr,∆h
[%]

#a 2.03 2.10 0.18 3.78 0.97
#b 0.984 0.981 0.091 0.40 1.34
#c 1.97 1.98 0.17 0.51 0.71
#d 1.03 1.02 0.14 0.91 1.45
#e 2.93 2.90 0.20 0.96 1.55
#f 3.98 3.87 0.19 2.77 0.97
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Table 4.8: Summary of the obtained results for the electrical conductivity
estimation considering the overall executed tests [52].

Name code σ̃ [MS/m] σ [MS/m] stdσ [MS/m] ϵr,σ [%] stdϵr,σ [%]
#a 17.66 17.27 2.3 2.18 0.86
#b 58.50 58.44 6.8 0.10 2.2
#c 28.23 28.26 4.8 0.11 1.1
#d 35.27 35.77 4.2 1.44 2.1
#e 35.44 35.33 2.1 0.31 1.1
#f 35.91 36.76 2.3 2.38 0.86

applied by considering a different development of the dimensionless groups. In this

case, the a priori knowledge of the electrical conductivity (σ) or thickness (∆h)

of the analyzed sample will be required; (iii) a new method can be developed for

the simultaneous estimation of three parameters (σ, ∆h and µ) not by means of

the intersection of the dimensionless curves but by means of the intersection of

dimensionless surfaces.

In addition,a complete metrological characterization with respect of the thick-

ness estimation was also realized and it is described in the next subsection.

4.5 Metrological characterization of the thickness
estimation method based on Buckingham’s π
theorem

After an initial introduction of the Buckingham method applied for the simultane-

ous estimation of thickness and conductivity, an initial metrological characterisa-

tion phase was carried out in order to get to know the full potential of the method

proposed in [52]. In addition, Fig. 4.14 shows the versatility of the method and

the readiness of the method to be used for both double-estimation methods (as

described in the previous section) and single-estimation methods (e.g. methods

useful for the single measurement of thickness or electrical conductivity).

In this Section, it was carried out a first metrological characterization of the

method described in the previous Sections and in [52]. In particular, the attention

is focused on the analysis of the performance in the thickness estimation using

single frequency or multiple frequencies approaches, different features to be used

in the estimation, and the possibility to adopt data fusion techniques.
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Figure 4.14: Representation of the various estimation methods that can be imple-
mented using a dimensional analysis approach.

4.5.1 Description of the single parameter estimation

The single parameter estimation (in this case the thickness estimation) process can

be summarized through the following five-step procedure. This procedure consists

of a preliminary phase carried out off-line (Steps 1,2) and a measurement and

estimation phase of the unknown thickness carried out on-line (Steps 3,4,5).

• Step 1: Compute the reference dimensionless curves for the measurement

system by means of simulations.

This step consists of an off-line simulation phase in which, giving all the pa-

rameters involved in the problem (e.g. ECP geometry, the main physical

properties of the analyzed sample and the excitation frequencies) the dimen-

sionless curves are evaluated. The parameters summarized in Table 4.3 are

used for obtaining the dimensionless curves. In detail, for each value of thick-

ness and excitation frequency, the corresponding value of ∆Żm is obtained,

by means of the numerical simulation carried out simulation tools or semi-

analytic models. Then, the resulting values of the π groups (π1, π2, π3) can

be calculated.

• Step 2: Experimental calibration.

In order to use the dimensionless curves simulated in Step 1 to estimate un-

known thickness from experimental results, a suitable experimental calibra-
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tion phase is needed. The goal is to verify the agreement between simulated

and experimental data. This phase is necessary due to the uncertainty in

the knowledge of the geometric and physical characteristics of the ECP, ex-

perimental noise, measurement uncertainty, etc. In particular, considering

several reference conductive samples with known electrical conductivity and

thickness and using the adopted ECP, different experimental tests have been

carried out for each used excitation frequency. In detail, during this exper-

imental test the quantity ∆Żm,exp has been measured. The corresponding

simulated values of the reference quantity (∆Żm) are obtained under the

same conditions . A calibration factor “c” (describe in the previous Section)

is then evaluated by the ratio between numerical and experimental results

for each considered frequency. This step is also performed off-line and only

needs to be repeated if the adopted ECP changes.

• Step 3: Perform frequency-dependent impedance measurements.

Given the conductive sample with unknown thickness, the measurements of

Żm,air and Żm,plate are performed at a defined excitation frequency (f∗) cho-

sen inside the values adopted in Step 1. It consists of an on-line experimental

measurement step.

• Step 4: Obtain experimental values of ϕ(π1)
∗ (or Re(π1)

∗,Im(π1)
∗, |(π1)|∗)

and π∗
2 and match with the dimensionless curve.

Once the test frequency f∗ of the excitation signal is fixed, the corresponding

value of π∗
2 is evaluated. At the same frequency, the value of ∆Ż∗

m is evaluated

from the Ż∗
m,air and Ż∗

m,plate measured in Step 3 and it is multiplied by the

calibration factor “c” calculated in Step 2, allowing to evaluate the ϕ(π1)
∗.

The intersection of the dimensionless curve corresponding to the ϕ(π1)
∗ (or

Re(π1)
∗,Im(π1)

∗, |(π1)|∗) value and the vertical line passing through the π∗
2

value will identify a corresponding π∗
3 quantity.

• Step 5: Estimation of the unknown thickness ∆∗.

Given the π∗
3 quantity, the unknown thickness can be evaluated as ∆∗ = D·π∗

3

4.5.2 Obtained experimental results in different working con-
ditions

In this subsection are described the metrological performance of the method in the

case of single thickness estimation. The experimental set-up and the case studies

were described in subsection 4.3.5 while the considered features and the analyzed

excitation frequencies were described in subsection 4.3.6. In order to show the
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effect of the thickness of the analyzed samples, Table 4.6 has been reorganized so

that the samples analysed are of increasing thickness.

Table 4.9: Analysed samples organised in order of increasing thickness.

Name code Metal alloy Electrical conductivity [MS/m] Thickness (∆̃) [mm]
#a Copper 58.50 0.985
#b Aluminium (AW-1050A) 35.27 1.030
#c Aluminium (6061-T6) 28.23 1.973
#d Aluminium (2024-T3) 17.66 2.027
#e Aluminium (AW-1050A) 35.44 2.927
#f Aluminium (AW-1050A) 35.91 3.981

Fig. 4.15 shows the behavior of the mean absolute relative errors (ϵrf,∆h) while

the corresponding standard deviation (stdϵrf,∆h
) related to the thickness estimation

is shown in Fig. 4.16.

In Fig. 4.15, as expected, it can be shown that ϵrf,∆h obtained by single-

thickness estimation generally provides better or similar performance if compared

to the simultaneous double estimation case [52]. In general, the error reaches larger

values for low frequencies and high frequencies, while it reaches smaller errors in the

case of medium frequencies. In particular, in the mid-frequency range, it reaches

adequate values and is always less than 3%, also considering the dispersion due

to repeatability (stdϵrf,∆h
). This aspect allows us to confirm that the method

can provide good performance for thickness estimation with a single-frequency

measurement, with a suitable choice of excitation frequency.

About the standard deviation of the mean absolute relative error (stdϵrf,∆h
)

shown in Fig. 4.16, the value decreases as the excitation frequency increases;

generally, stdϵrf,∆h
in the case of single-thickness estimation is lower than in the

case of simultaneous double estimation. The results obtained can be traced back to

the theoretical framework in which, if the frequency is too high, the electromagnetic

interaction is localised only on the surface of the sample and only thin thicknesses

can be analysed correctly. If the frequency is low, the penetration depth of the

eddy currents increases and larger thicknesses can be analysed. On the other

hand, by using a small excitation frequency, the amplitude of the eddy current in

the sample becomes weak, reducing the signal-to-noise ratio of the acquired data

(as can be seen from the standard deviation, which is significantly higher than at

low frequencies).

From Figs. 4.15-4.16, single-thickness estimation generally performs better in

terms of error and repeatability than double simultaneous estimation.

In Table 4.10 are shown the resulting values of ∆, std∆, ϵr,∆h and stdϵr,∆h

for each analyzed sample. It can be shown that considering all the measurements

performed in the frequency range considered, the mean absolute relative error is
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always lower than 2.3%.

Table 4.10: Summary of the obtained results for the thickness estimation
considering the overall executed tests.

Name code ∆̃ [mm] ∆ [mm] std∆ [mm] ϵr,∆h [%] stdϵr,∆h
[%]

#a 0.985 0.983 0.010 0.23 0.55
#b 1.030 1.043 0.013 1.24 0.61
#c 1.973 1.981 0.027 0.42 0.70
#d 2.027 2.070 0.039 2.12 0.71
#e 2.927 2.890 0.043 1.25 0.94
#f 3.981 3.890 0.092 2.28 0.96

Finally, in view of the application of a single-frequency approach, the perfor-

mances in terms of accuracy and repeatability are analyzed. Table 4.11 shows the

obtained performances by using an “optimal”excitation frequency range (frange,opt)

for each analyzed sample and for each possible feature analyzable (Re(π1), Im(π1),

|(π1)| and ϕ(π1)). The “optimal”excitation frequency range is defined as the range

of frequency where the values of ϵr,∆h,f and stdϵrf,∆h
are lower than 2.5%.

In Table 4.11 the mean relative error ϵ and its standard deviation stdϵr,∆h

are evaluated as the mean of the values obtained inside the considered optimal

frequency range. It is possible to note as ϵ and stdϵr,∆h
do not exceed 2.3% and

0.89%, respectively (except in case #f using the feature Re(π1) for the thickness

estimation).

As shown in Table 4.11, the feature ϕ(π1) grants a wider optimal frequency

range and, usually, allows better performances with respect to the other features in

terms of ϵ while the figure of merit stdϵr,∆h
shows a general uniformity of the results.

In fact, as shown in Fig.4.2(d), the phase ϕ(π1) is the feature that guarantees

monotonous trends of the dimensionless curves in a wider range of π2 and π3 (so

in a wider range of frequency and thickness).

Analyzing the other features, it can be seen that the Re(π1) feature allows bet-

ter performance for higher frequencies because the dimensionless curves related to

this feature have monotonous trends only for high-frequency values (see Fig.4.2(a).

With regard to the characteristics Im(π1) and |(π1)|, better performance can be

obtained for an optimal frequency range concentrated at low frequencies. This is

the reason for the general deterioration in performance obtained with these charac-

teristics. In fact, at low frequencies, the eddy currents are lower and, consequently,

the experimental data are more affected by noise. Finally, as can also be seen in

the #f case, the performance cannot be defined as the multiple intersections of the

dimensionless curves do not allow the thickness to be estimated.
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Table 4.11: Summary of the best results for the thickness estimation considering
the optimal excitation frequency range.

Name code Features ∆̃ [mm] ϵr,∆h [%] stdϵr,∆h
[%] frange,opt [Hz]

#a

Re(π1) 0.990 0.56 0.29 900 ÷ 3000
Im(π1) 0.973 1.25 0.10 300 ÷ 400
|(π1)| 0.975 0.98 0.22 300 ÷ 450
ϕ(π1) 0.984 0.11 0.28 500 ÷ 3000

#b

Re(π1) 1.053 2.18 0.32 2650 ÷ 3000
Im(π1) 1.020 1.00 0.32 300 ÷ 1150
|(π1)| 1.023 0.72 0.46 300 ÷ 650
ϕ(π1) 1.032 0.20 0.34 400 ÷ 1400

#c

Re(π1) 1.986 0.65 0.87 850 ÷ 1600
Im(π1) 1.952 1.05 0.87 300 ÷ 900
|(π1)| 1.988 0.76 0.89 300 ÷ 450
ϕ(π1) 1.979 0.30 0.36 400 ÷ 1900

#d

Re(π1) 1.989 1.90 0.16 850 ÷ 950
Im(π1) 2.005 1.06 0.40 300 ÷ 750
|(π1)| 2.011 0.79 0.56 300 ÷ 550
ϕ(π1) 2.034 0.35 0.50 350 ÷ 1350

#e

Re(π1) 2.890 1.26 0.24 600 ÷ 700
Im(π1) 2.860 2.28 0.16 300 ÷ 450
|(π1)| 2.924 0.09 0.13 400 ÷ 450
ϕ(π1) 2.895 1.09 0.29 300 ÷ 850

#f

Re(π1) 3.855 3.15 2.22 400 ÷ 450
Im(π1) N/A N/A N/A N/A
|(π1)| N/A N/A N/A N/A
ϕ(π1) 3.957 0.60 0.06 300 ÷ 400

As described in the previous Section, the obtained results allow to confirm the

goodness of the method to be applied using a single-frequency measurement after

an initial characterization of the measurement system required to define frange,opt.

In conclusion, to improve the performance, a possible double-frequency ap-

proach could be a good solution. The first frequency estimates a first not-optimal

thickness estimation that allows to choose the optimal frequency or the frequency

range to be adopted in the second and finale measurement. This aspect makes

the method suitable and promising for in-line and real-time applications. Other

research activity related to the complete characterization of the method in all the

possible operating area are currently an open issue.
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Figure 4.15: Behaviour of the mean absolute relative error (ϵrf,∆h) for the esti-
mated thicknesses at different frequencies and for the considered conductive sam-
ples. The blue line represents the ϵrf,∆h trend in the case of simultaneous double
estimation (ϵrf,∆h(∆ − σ)) carried out in the previous Section and in [52], while
the red line represents the ϵrf,∆h trend in the case of single estimation (ϵrf,∆h(∆))
[54].
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Figure 4.16: Behaviour of the standard deviation of the mean absolute relative
error (stdϵrf,∆h

) for the estimated thicknesses at different frequencies and for the
considered conductive samples. The blue line represents the stdϵrf,∆h

trend in
the case of simultaneous double estimation (stdϵrf,∆h

(∆ − σ)) carried out in the
previous Section and in [52], while the red line represents the stdϵrf,∆h

trend in the
case of single estimation (stdϵrf,∆h

(∆)) [54].
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Chapter 5

Enhancing corrosion
detection and
characterization: an
innovative approach with
Pot-Core Eddy Current
sensor

Corrosion is a widespread problem in various industrial and civil environments. It

refers to the deterioration of materials, usually metals, caused by chemical reactions

with the surrounding environment [15–17]. It is a massive and costly problem that

can lead to structural failure, safety hazards, environmental contamination and

significant financial losses [57].

Early detection and characterization of corrosion are crucial in various sectors

and they are the basis of the Structural Health Monitoring (SHM) concept [58,

59]. One of the main reasons is safety; in sectors such as aerospace, transport

and oil and gas, corrosion can compromise the structural integrity of equipment,

vehicles and infrastructure. Early detection of corrosion can help prevent accidents,

equipment failures and potential disasters. Other significant factors include cost

savings, environmental conservation, longevity of infrastructure and products, etc.

Various methods and techniques are employed for this purpose, including visual

inspection [108, 109], chemical material analysis [110, 111], electrochemical meth-
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ods[112–115] or Non-Destructive Testing (NDT). Visual testing, chemical mate-

rial analysis and electrochemical methods (e.g. Electrochemical Impedance Spec-

troscopy (EIS)) can provide excellent estimates of the corrosion aging and the

amount of material lost and the resulting loss of thickness of the sample under

test. However, some of these methods, for example the EIS methods, need compar-

atively expensive equipment and high levels of technical expertise for data analysis

[115]. Furthermore, the proposed methods are not in line with the requirements of

low-cost, in-situ, remote and real-time testing capability required by the Industry

4.0 paradigm [116, 117].

In recent years, NDT methods are playing an increasingly important role in this

context as they meet many of the requirements described above. Different methods

related to the Ultrasound testing were proposed [29–31]; they can be used to assess

the loss of thickness of metal structures due to corrosion, to detect corrosion hidden

under coatings or in hard-to-reach areas and to monitor the progression of corrosion

over time with good accuracies. One of the limitations of this method is related to

the need to perform the test by manual inspection. This is necessary because the

method requires the application of a coupling material to the surface under test.

In addition, the measurement is influenced by the roughness of the surface and the

cost of surface preparation is a major disadvantage.

Microwave methods were also proposed in [118, 119] with promising results.

However, these methods show a strong dependence on the lift-off value, which

results in a substantial decrease in measurement sensitivity as the lift-off value

increases [118]. In addition, the probe dimension limits the test’s speed because it

must scan every region with the probe all over the sample surface step by step.

Electromagnetic induction thermography techniques were recently proposed

[120, 121]. This technique has the advantages of being non-contact, with a high

sensitivity and high resolution also for large lift-off distances, which contributes

to on-site detection and characterization. By the way, a high-current supplier is

necessary to drive the excitation coil to generate a high-frequency eddy current in

the conductive samples. This aspect makes the method unsuitable for portable or

remote sensing applications.

In order to realize low-cost and low-power sensors suitable for continuous or

periodic monitoring, several studies have been also conducted. In [122], a chipless

RFID sensor was developed for corrosion characterization; in particular, through

the frequency selective surface and the confidence-weighted averaging feature fusion

they obtained promising results.

In this context, ECT methods show to be suitable with the required character-

istics. In [123], an in-depth characterization of atmospheric corrosion was carried

out. Using Pulsed Eddy Current (PEC), different electrical features were analyzed,
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showing the correlation between the features and the corrosion aging. It was shown

that even in early corrosion (below 12 months) the trend obtained is of exponential

order.

In [124], the authors proposed an innovative excitation technique related to the

use of Pulse Modulation Waveform (PWM). They have shown that by combining

the PWM with the PEC method, the electrical signals had a larger magnitude

with respect to traditional PEC signals. This improvement allowed to obtain a

better detection and imaging of subsurface corrosion. With the same technique,

the authors have shown the enhancement of the evaluation sensitivity to exter-

nal corrosion and accuracy of corrosion imaging on non-magnetic pipelines [125].

In [126], they applied PMEC technique for the detection and evaluation of the

corrosion undercoating in numerical and experimental environments with the con-

junction use of an improved Canny algorithm. Also in this case, they obtained

very good results in the reconstruction of the corrosion profile with respect to the

classic PEC technique.

A PEC-based system for detecting corrosion in carbon steel pipes that are

thermally insulated with a composite coating was proposed in [127]. The nov-

elties proposed by the method are related to the signal processing chain, which

involves feature extraction using discrete Fourier and wavelet transforms, followed

by compacting the information using principal component analysis. The system

uses multi-layer perceptron and machine learning neural network architectures for

characterization. This method shown good results with very low processing time

(about 35 ms).

A different approach has been applied in [128], in this work the authors proposed

a feasibility study for the application of a low-power wireless magnetic eddy current

sensor for permanent installation to monitor internal corrosion. In addition, they

carried out a characterization of the proposed sensor with respect to the chosen

AC excitation frequency.

In this activity, the focus was on the hardware section of the measurement

system usually adopted in EC methods. In particular, the aim was to develop

a low-cost optimized sensor that can estimate the early stages of superficial and

hidden corrosion with good accuracy and low-power consumption. To this purpose,

an innovative eddy current pot-cored sensor was proposed [56]. From the other

side, a swept-frequency approach was applied in order to analyze the quantities of

interest as shown in Chapter 3.

The pot-cored consists of a magnetic shielding ferrite core that has a closed

magnetic path. It is used to concentrate the magnetic flux on the surface of the

sample under test by decreasing the magnetic flux leakage into the air. In addition,

it reduces the edge effects that usually affect the results in EC methods.
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5.1 Rationale behind the implementation of the pot-cored sensor

In particular, the major contributions of this activity were:

• a numerical and experimental analysis in which a comparison is carried out

between the commonly used air-cored sensor and the proposed pot-cored

sensor;

• a complete characterization of the proposed pot-cored sensor under differ-

ent analysis conditions including superficial corrosion, hidden corrosion and

corrosion under insulating layers;

• a versatile experimental set–up for the estimation of the corrosion state, based

on single-frequency or multi-frequency measurements.

Compared with the scientific works already established in the literature, the

sensor proposed in this work offered some advantages. Firstly, the energy content

of the excitation signal required to achieve good measurement capability is much

lower than with classic air-cored sensors. Secondly, the possibility of using a single-

frequency excitation approach allows the sensor to be easily integrated into remote

monitoring systems with very low measurement times. Thirdly, the integration of

an high sensitive Tunnel Magneto Resistance (TMR) sensor allows the measure-

ment system to carry out analysis of very low excitation frequencies, thus enabling

analysis with a greater depth of penetration.

This chapter is organized as follows. In Section 5.1 the rationale behind the

implementation of the pot-cored sensor and the proposed sensor are shown. The

numerical and experimental analysis comparing the air-cored sensor and the pro-

posed pot-cored sensor, the samples analyzed and the proposed measurement set-up

are shown in Section 5.2. In Section 5.3 are shown the performance obtained by

the proposed pot-cored sensor in different scenarios like the superficial corrosion,

hidden corrosion and corrosion under the insulating layer. Finally, the conclusions

are drawn in Section 5.4.

5.1 Rationale behind the implementation of the
pot-cored sensor

In this Section the rationale behind the use of the pot-cored sensor is explained.

The purpose is to show the advantages linked with the sensor structure.

In recent years, other research groups proposed this kind of sensor. In particu-

lar, in [60], the pot-cored sensor was applied for the detection of deep subsurface

cracks like holes and notches. They shown in numerical and experimental environ-

ments how this particular structure can improve sensitivity by allowing the sensor
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to detect defects as deep as 7 mm in the case of stainless steel samples with a

thickness of 10 mm.

This sensor was proposed also for the application on multilayered conductive

discs in [61]. In this paper, the author proposed this sensor as an example case for

a numerical model proposed in closed form using the truncated region eigenvector

expansion (TREE) method. In [62] the same author proposed the analytical model

derived through the TREE method and an experimental validation of the pot-cored

sensor applied for the estimation of conductive thin layers and coatings.

With regard to the poor sensitivity and weak signal of the far-field PEC in

the detection of hidden defects, in [63] the authors evaluated the detection perfor-

mance of far-field PEC sensors with various shielding structures by finite-element

simulations.

Without loss of generality, the works presented in the literature emphasized the

different advantages related to the use of the pot-core sensor. Specifically, it is

possible to define that (i) the use of a ferromagnetic core in the case of EC probes

can improve the spatial resolution of the measure as it concentrates the magnetic

flux around the core and it reduces the edge effects usually problematic in the

context of the EC methods [60, 129] and (ii) the use of the ferromagnetic shield

reduces the amount of magnetic flux leakage into the air by concentrating the flux

into the area of interest [60, 130].

Despite recent applications, the potential of using the pot-cored sensor is still

largely unexplored in various fields related to the world of EC methods.

In this activity, the proposed pot-cored sensor consists of an excitation coil that

is placed inside a ferrite pot [56]. The sensing component is represented by a TMR

sensor; this sensor is placed at the center of the ferrite pot structure as shown

in Fig. 5.1. The excitation coil consists of 120 turns and the copper wire has a

diameter of 0.35 mm. The main geometrical characteristics of the pot-cored sensor

are described in Table 5.1 while accurate physical and geometrical characteristics

of the adopted ferrite structure are available in [131].

In the next Sections, the application of this sensor in the case study of corrosion

detection and characterization will be analyzed numerically and experimentally.

The aim is to show the potential and limitations of the pot-cored sensor in this

application field.

5.2 Performance comparison air-cored and pot-
cored sensors

In this Section, the comparison between the commonly used air-cored and the

proposed pot-cored sensors (described in the previous Section) is carried out by
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Figure 5.1: Pot-cored sensor representations [56].

means of numerical and experimental analysis.

As concerns numerical comparison, in subsection 5.2.1 an initial analysis was

carried out in order to observe the electrical parameters typically analyzed in the

context of the EC sensors. In particular, these parameters are related to the dis-

tribution of the induced eddy current density and the magnetic field trend.

In subsection 5.2.3, the experimental comparison was carried out on three dif-

ferent cases relating to the corrosion condition: uncorroded sample, sample with

the presence of early-stage corrosion (1 month exposure time) and sample with the

presence of long-term corrosion (10 months exposure time).

5.2.1 Numerical Comparison

The numerical simulations were performed in COMSOL Multiphysics (version 6.0),

employing the AC/DC module and selecting the magnetic fields with frequency

domain equations.

The numerical model replicates the adopted experimental air-cored and pot-

cored sensors. The excitation coil composing the air-cored sensor has the same

geometrical characteristics as the excitation coil composing the pot-cored sensor

described in Table 5.1. Instead, the measuring point describing the TMR sensor is

located in the centre of the coil as shown in Fig.5.1.

In particular, the measurement point has been considered as the middle point of
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Table 5.1: Main geometrical characteristics of the Pot-cored sensor [56].

Parameter Value [mm]
wcore 9.74
hcore 7.66
Pcore 3.60
Lcore 4.50
k 5.48

wcoil 4.52
hcoil 5.39

the TMR sensors [132], so in the numerical model, the measurement point will have

a lift-off of 3 mm with respect to the analyzed sample. In addition, considering

the roughness of the surface, the contact between the sensor and the surface is

not optimal; for this reason, a small lift-off of 0.2 mm was also considered for the

sensors.

The amplitude of the considered excitation current in all the numerical tests is

equal to 50 mA (similar to the experimental case) while the analysis focused on the

lowest excitation frequency considered in the experimental studies (e.g. 10 Hz).

The considered sample has dimensions of 100 × 100 mm2 with a thickness of

3 mm. The electrical and magnetic characteristics attributed to the samples and

implemented in the simulation tool were described in [17]. In particular, the electri-

cal conductivity and relative magnetic permeability of the samples are 4.68 MS/m

and 60 respectively.

Regarding the characteristics of the meshes used for the simulation, physics-

controlled meshes with an ’extra fine’ element size were adopted.

As described above, an initial analysis was conducted taking into account two

different parameters: (i) the distribution of the induced eddy current density on

the sample surface and (ii) the magnetic flux in the z-axis direction (e.g. the

sensitivity direction considered by the TMR sensor) measured by a measurement

point.

Fig. 5.2 and Fig. 5.3 show the distribution of the induced eddy current density

on the sample surface by the air-cored and pot-cored sensor, respectively.

From Fig. 5.2 (a), it can be seen that in the case of the air-cored sensor, the

highest density of induced eddy currents occurred in the middle of the coil. In

addition, the eddy current density also appears to have non-negligible values (half

the maximum value) in the area outside the area covered by the coil. On the other

98



5.2 Performance comparison air-cored and pot-cored sensors

Figure 5.2: Surface representation of the eddy current density distribution at exci-
tation frequency 10 Hz: (a) air-cored sensor; (b) pot-cored sensor.

hand, in Fig. 5.2 (b), it can be seen that for the pot-cored sensor the highest

density of induced eddy current occurred at the magnetic core which composes

the structure of the pot; thus guaranteeing greater spatial resolution. In addition,

the eddy current density is highly negligible in the external area of the shield that

composes the pot structure.

Performing a quantitative comparison of the analyzed quantities, it can be

seen in Fig. 5.3 that, in the areas of interest, the density of the induced eddy

current in the case of the pot-cored sensor provides values ten times higher than

with the classic air-cored sensor. This indicates that, with the pot-cored sensor,

more magnetic field is gathered in the sample and its magnetism gathering effect

is optimal.

Fig. 5.4 analyzes the magnetic flux distribution with respect to the sensitivity

axis of the TMR sensor considered (z-axis) in the case of both sensor types studied.

In particular, the trend of the magnetic flux generated in the case of the air-

cored sensor can be analyzed from Fig.5.4 (a). From the trends obtained, it can be
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Figure 5.3: Representation of the superficial eddy current density distribution at
excitation frequency 10 Hz for the compared sensors.

observed that the flux lines are concentrated below the area covered by the sensor

but, at the same time, many flux lines leak into the air in the areas surrounding

the sensor.

Observing the magnetic flux lines generated by the pot-cored sensor (Fig. 5.4

(b)), it can be seen that the magnetic flux lines are totally concentrated within the

structure of the pot and the area of the sample covered by the pot-cored sensor.

In addition, the intensity of the magnetic flux in correspondence of the sample

area subtended by the sensor is ten times greater than in the case of the air-cored

sensor.

From the comparison results, it is therefore possible to confirm what was defined

in Section 5.1. In fact, it is observed that the application of the pot structure on

the EC sensors can improve the spatial resolution as it concentrates the magnetic

flux around the core, reduces the edge effects and the shield composing the pot

structure allows the reduction of magnetic flux leakage into the air allowing to

concentrate it into the area covered by the sensor.

In the following subsection, the case studies, the experimental set-up and the

experimental comparison are shown as described at the beginning of this Section.

The aim is to show the performance of the considered sensors from a metrological

point of view.
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Figure 5.4: Representation of the magnetic flux distribution in the z-axis direction
(Bz) at excitation frequency 10 Hz : (a) air-cored sensor; (b) pot-cored sensor.

5.2.2 Considered case studies and experimental set-up

During the experimental study, several uncoated and coated S275 steel samples

were tested with different exposure times to corrosive conditions. In particular,

the considered exposure times are 1, 3, 6, 10 and 12 months as listed in Table 5.2.

The steel S275 is suitable for numerous structural and general engineering appli-

cations. All mild steel samples had dimensions of 300×150 mm2 , with a thickness

of 3 mm. These mild steel samples were covered with plastic tape, except for the

central area (approx. 30 × 30 mm2 as shown in Fig. 5.5), to keep the rest of the

steel as a clean region. After the tape was applied, these samples were exposed

to a marine atmosphere for different periods (1, 3, 6, 10 and 12 months) to form

different stages of atmospheric corrosion. Corrosion progress is the chemical reac-

tion by which metal degrades in a specific environment over the exposure time and
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Table 5.2: List of the considered case studies [56].

Metal alloy Exposure time Uncoated Coated

Mild steel S275

No corrosion x x
1 month x x
3 months x
6 months x
10 months x x
12 months x

includes the change in corrosion layer properties [123]. Subsequently, some of the

samples were covered by 150 µm non-conductive paint as uniformly as possible.

S275 steel samples with uniform corrosion produced by atmospheric exposure were

supplied by International Paint [123].

Figure 5.5: Representation of the corroded area in the case of (a) uncoated and
(b) coated sample [56].

For the first part of the study related to the experimental comparison between

the air-cored and the pot-cored sensors, three samples were analyzed without the

application of the non-conductive paint (uncoated samples). In particular, three

cases were analyzed concerning the absence of corrosion, corrosion after 1 month

and after 10 months of exposure times. These samples were characterized in terms

of average corrosion heights using a laser profilometry in [118]. The corrosion

height for the 1 month and 10 months uncoated samples is 43.86 µm and 70.99 µm

respectively.

In the second part of the study related to the characterization of the pot-cored

sensor, described in Section 5.3, all samples covered by the paint layer were analyzed
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(coated samples).

Regarding the experimental set-up, the schematic block diagram is shown in

Fig. 5.6. The experimental set-up is composed by the following components: a

management and processing unit, an acquisition and generation board, a shunt

resistor, a signal amplifier, a power supply and a pot-cored sensor.

Figure 5.6: Block diagram of the adopted experimental set-up [56].

The proposed pot-cored sensor is shown in Fig. 5.1 and main characteristics

are described in Table 5.1 and in Section 5.1. As mentioned above the sensing

component consists in a TMR sensor. The TMR sensor is an ultra-high sensitive

linear sensor model 2905 produced by ’Multi dimension’. The sensitivity of the

sensor is declared to be from 45 to 65mV/V/Oe, characteristics in terms of linearity

and sensitivity in AC framework were provided in [133] meanwhile the geometrical

characteristics are available in [132].

The TMR sensor is fed by a Keysight E381A power supply with a DC voltage

of 6 V while the output signal is amplified by a Texas Instruments INA 129 signal

amplifier that is fed by the Keysight E381A with a differential DC voltage of ± 16

V. A shunt resistor is used to indirectly measure the excitation current feeding the

excitation coil. The nominal resistance value of the resistor is 1 Ω with 1% toler-

ance. Both signals (amplified TMR sensor output signal and voltage of the shunt
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resistor) are acquired by the Acquisition board TIE-PIE Engineering Handyscope

HS5-540XMS-W5 with a sampling frequency of 100 times the frequency of the ex-

citing signal and 14 bits of resolution. The generation channel of the TIE-PIE

represents the generation board and it is used to excite the excitation coil with a

sinusoidal swept-frequency signals. The range of frequencies of interest was from

10 Hz to 2000 Hz, with a resolution of 10 Hz and with a root mean square cur-

rent value of ≈ 50 mA. The management and processing unit includes a MATLAB

algorithm running on a dual-core PC for processing the acquired data and man-

aging the acquisition and generation. The processing consists of performing the

fast Fourier transform (FFT) for frequency analysis. In addition, it is worth noting

that 10 experimental tests were repeated in all case studies in order to define an

acceptable number of cases.

5.2.3 Experimental Comparison

This Section shows an experimental comparison between the considered sensors

in terms of measurement repeatability, amplitude of the measured quantities, sen-

sitivity and power consumption. The samples previously described in subsection

5.2.2 will be analyzed in this subsection (no corrosion, 1 month and 10 months

exposure times).

Two remarks should be made with respect to the measured quantities by the

TMR sensor: (i) the experimental results will not be normalized in relation to

sensitivity but the output voltage of the TMR sensor will be adopted; (ii) the

TMR sensor was used in the linear condition and its linearity is guaranteed even

under alternating magnetic flux conditions as shown in [133].

Further information relates to the amplitude of the excitation current value. As

the generation system is voltage impressed, a constant excitation current amplitude

is not guaranteed over the entire frequency range analyzed. For these reasons, the

analyzed quantity will result from the ratio between the output voltage of the TMR

sensor and the current measured by the shunt resistor as shown in Eq. 5.1. The

measured quantities are represented in complex form because both of them consist

of module and phase obtained by FFT during the signal elaboration.

∆Ġ = Ġsample − Ġair =
V̄TMR,sample

Īshunt,sample
− V̄TMR,air

Īshunt,air
. (5.1)

In this study, the analysis was carried out over the entire excitation frequency

range considered (e.g. from 10 Hz to 2000 Hz).

In Fig. 5.7 and Fig. 5.8 are shown the experimental results obtained using the

air-cored sensor and the pot-cored sensor, respectively. In particular, the complex

plane of the average trend of the 10 tests performed for each case study is shown.
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In this case, the sensors were placed on the corroded area, so the simplest case of

superficial corrosion was considered.
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10 months

Increasing excitation fre
quency

Figure 5.7: Average trends obtained using the air-cored sensor for superficial cor-
rosion on uncoated samples in the different analyzed cases (no corrosion, 1 month
exposure time and 10 months exposure time).

From Fig. 5.7 it can be seen that the average trends obtained in the case from

the air-cored sensor do not allow a clear distinction between an uncorroded sample

and an early corrosion of 1 month while an advanced corrosion state (10 months

exposure time) is clearly evident. On the other hand, the average trends obtained

by pot-cored sensor (see Fig. 5.8) show a clear distinction between the different

corrosion aging. In contrast to what is shown by the air-cored sensor, the pot-cored

appears to be particularly sensitive in detecting early-stage corrosions.
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Figure 5.8: Average trends obtained using the pot-cored sensor for superficial cor-
rosion on uncoated samples in the different analyzed cases (no corrosion, 1 month
exposure time and 10 months exposure time).

An analysis was carried out also considering the effect of the measurement
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repeatability on the quantities of interest (Re(∆Ġ) and Im(∆Ġ)). For the same

measurement set-up and, consequently, for the same measurement resolution, the

magnitude of the measured quantities plays an important role in the detection and

characterization of the corrosion state.

In order to show this aspect, in Fig. 5.9 and Fig. 5.10 is represented the

uncertainty range with 95% confidence level of the measured quantities using the

air-cored and the pot-cored sensors respectively. It can be seen that the effect

of measurement standard deviations makes it impossible to distinguish between a

no-corrosion state and an early-stage corrosion state in the case of air-cored sensor

measurements. The low repeatability therefore makes the sensor capable of detect-

ing a long-term corrosion state but not suitable for characterizing it. On the other

hand, the pot-cored sensor has very good measurement repeatability which, com-

bined with the clearly distinct trends of the measured quantities, promise excellent

performance in terms of characterizing a corrosion state.
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Figure 5.9: Uncertainty range with 95% confidence level of Re(∆Ġ) and Im(∆Ġ)
measured by the air-cored sensor for superficial corrosion on uncoated samples in
the different analyzed cases (no corrosion, 1 month exposure time and 10 months
exposure time) [56].
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Figure 5.10: Uncertainty range with 95% confidence level of Re(∆Ġ) and Im(∆Ġ)
measured by the pot-cored sensor for superficial corrosion on uncoated samples in
the different analyzed cases (no corrosion, 1 month exposure time and 10 months
exposure time) [56].

A comparison in a quantitative way of the amplitudes of the measured quantities

Re(∆Ġ) and Im(∆Ġ) is realized. The amplitudes measured by the pot-cored sensor

are greater by a multiplication factor of approximately 1− 8 compared to the air-

cored sensor.

In Fig. 5.11 the ratio of the quantities of interest between the two sensors

considered is shown in detail. In particular, over the range of excitation frequencies

considered, it is possible to note how the ratio in the case of Re(∆Ġ) reaches values

equal to 3 while in the case of Im(∆Ġ) the ratio reaches values equal to 8. The

ratios reach their maximum value in the case of low frequencies, confirming the

predisposition of the pot-cored sensor for use at low excitation frequencies and

thus guaranteeing the application of the sensor also for thick structures.

An analysis of the sensitivity of the two sensors with respect to the range of

excitation frequencies was also carried out. In particular, the sensitivity of the

Re(∆Ġ) and Im(∆Ġ) quantities was analyzed as shown in Eq. 5.2 and Eq. 5.3

107



CHAPTER 5. Enhancing corrosion detection and characterization: an
innovative approach with Pot-Core Eddy Current sensor

0 500 1000 1500 2000

Frequency [Hz]

1

1.5

2

2.5

3
no corrosion

1 month

10 months

0 500 1000 1500 2000

Frequency [Hz]

3

4

5

6

7

8

9
no corrosion

1 month

10 months

Figure 5.11: Average trends for the ratio between pot-cored and air-cored sensors of
Re(∆Ġ) and Im(∆Ġ) for superficial corrosion on uncoated samples in the different
analyzed cases (no corrosion, 1 month exposure time and 10 months exposure time).

respectively. In addition, the obtained results are represented in Fig. 5.12.

Sreal =
d(Re(∆Ġ))

df
(5.2)

Simag =
d(Im(∆Ġ))

df
(5.3)

As can be seen from Fig. 5.12, the sensitivity of the proposed pot-cored sensor

is about ten times higher in the case of the quantity Sreal in all the considered

frequency range.

Similar results are obtained in the case of the quantity Simag; the sensitivity is

about ten times higher using the pot-cored sensor. In this case, the pot-cored sensor

guarantees greater sensitivity up to an excitation frequency of 500 Hz. Again, the

good performance of the sensor at low excitation frequencies are well emphasized.

Finally, considering the power consumption of the sensors, the average root

mean square value of the absorbed excitation current of the air-cored sensor in the

considered frequency range is 67.14 mA with a standard deviation of 0.139 mA,

whereas the pot-cored sensor has an average value of 55.54 mA with a standard

deviation of 6.21 mA. Generally, the pot-cored sensor absorbs a lower excitation

current than the classic air-cored sensor while still achieving better metrological

performance.
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Figure 5.12: Average sensitivities Sreal and Simag trends obtained in the case of
air-cored and pot-cored sensors with respect to the frequency excitation [56].

In conclusion, from the numerical and experimental results, it can be stated

that the use of the pot-cored sensor can improve the metrological characteristics

of the measurement set-up compared to the use of the classic air-cored sensor. In

the next Section, a detailed experimental analysis of the performance achievable by

the pot-cored sensor with respect to the considered scenarios will be carried out.

5.3 Experimental performance of the pot-cored
sensor and discussion

This Section shows the performance of the proposed pot-cored sensor in different

scenarios. In particular, three scenarios are referred to concerning (i) the superficial

corrosion, (ii) the hidden corrosion and (iii) the corrosion under the insulating

layer. The different scenarios analyzed are schematically represented in Fig. 5.13.

In all case studies, the coated samples described in subsection 5.2.2 were ana-

lyzed, the electrical parameters adopted for the execution of the experimental test

have been described also in subsection 5.2.2 and analyzed quantities have been

described in subsection 5.2.3.

5.3.1 First scenario: Superficial corrosion

In this framework, as superficial corrosions were analyzed, the entire set of available

excitation frequencies (from 10 Hz to 2000 Hz) was investigated. The aim is to
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Figure 5.13: Schematic representation of the considered scenarios: (a) superficial
corrosion case, (b) hidden corrosion case and (c) corrosion under the insulating
layer case [56].

observe the two measured quantities (Re(∆Ġ), Im(∆Ġ)) in order to define in which

case the best performance are obtained.

In Fig. 5.14 are shown the average trends of the 10 repeated tests performed

for each case study using the pot-cored sensor, each marker represents an analysed

excitation frequency.

As can be seen, the trends obtained in the analyzed frequencies show a very

good sensitivity of the sensor with respect to the considered corrosion aging. In

particular, the trends are clearly distinct for low excitation frequencies where the

sensor shows greater sensitivity (as shown in Fig. 5.12) while they tend to overlap

as the excitation frequency increases due to the decreasing of sensitivity and depth

of penetration (described in Eq. 2.1).

In order to show the goodness of the pot-cored sensor and to carry out a metro-
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Figure 5.14: Average trends obtained using the pot-cored sensor for superficial
corrosion on coated samples in all the considered analyzed cases [56].

logical analysis, the fitted lines of the average values obtained by Re(∆Ġ) and

Im(∆Ġ) at the minimum, the maximum and middle frequencies of the adopted

range (10 Hz, 1000 Hz and 2000 Hz) are represented in Fig.5.15 and Fig. 5.16. In

addition, the repeatability of the obtained values is represented in the figures, in

fact, the standard deviation is also represented using the vertical bars.

In both the figures, the solid lines represent the fitted lines for the considered

case studies, which are fitted according to the power function (as already established

in [123]):

C = Atn + q, (5.4)

where, t is the exposure time in months, C are the features Re(∆Ġ) and Im(∆Ġ)

after t, A are the features in the first month, q is the offset and n is a constant.

From Fig. 5.15 it is possible to analyze the behavior of the Re(∆Ġ) feature as

the excitation frequencies change. In particular, this feature shows to be in line

with the exponential trend for low excitation frequencies while as the excitation

frequency increases, the trends do not respect this particular trend. The low per-

formance obtained for high frequencies can be attributed to the decrease of the

amplitude of the measured quantity and the decrease in sensor sensitivity. In ad-
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Figure 5.15: Measured average values, relative standard deviation and fitted lines
of Re(∆Ġ) for the coated samples [56].

dition, it can be seen that the standard deviation of the acquired signals is very

low; it allows good measurement repeatability guaranteed by the sensor.

In contrast, the Im(∆Ġ) feature in Fig, 5.16 shows good agreement with the

expected exponential trends at all frequencies considered. Differently from the

Re(∆Ġ) feature, this one shows greater sensitivity to changes in corrosion exposure

time as the considered excitation frequency increases.

As shown in Fig. 5.15 and 5.16, the slope of the fitted lines decreases over

exposure time. Similar trends were obtained in [118, 123], this suggests that the

behaviour of the atmospheric corrosion is a convergent process related to the chem-

ical process [134]. The values of the equation coefficients that make up Eq. 5.4 are

shown in Table 5.3.

From the results, it is important to highlight that the two features can allow

the characterization of corrosion aging even with a single excitation frequency ap-

proach obviously respecting the feature limits shown. This turns out to be a great

advantage with a view to a low-power consumption remote application.
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Figure 5.16: Measured average values, relative standard deviation and fitted lines
of Im(∆Ġ) for the coated samples [56].

5.3.2 Second scenario: Hidden corrosion

In the case of hidden corrosion, the depth of penetration of eddy currents plays a

key role in the eventual detection and characterization of the corrosion state. In

particular, considering the electrical conductivity, the magnetic permeability and

the thickness of the analyzed samples, an appropriate set of excitation frequencies

must be selected.

The electrical conductivity and relative magnetic permeability were considered

equal to 4.68 MS/m and 60 respectively for the mild steel sample and 0.75 MS/m

and 4 respectively for the corrosion layer [123].

Applying Eq. 2.1, it is possible to define that the applicable frequencies must

be less than or equal to 100 Hz. For this reason, frequencies from 10 Hz to 100 Hz

with the frequency resolution equal to 10 Hz will be shown in the representation

of experimental results.

Fig. 5.17 shows the average trends obtained from the repeated tests on the

different analyzed samples. In this case, it can be seen that the sensor allows the

detection of the corrosion layer but does not allow to identify the accurate corrosion

aging.
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Table 5.3: Fitted values of the exponential coefficient [56].

Excitation frequency [Hz]
Coefficient 10 1000 2000

Features

Re(∆Ġ)
A -0.0182 -0.0097 N/A
n 0.5852 0.7933 N/A
q 0.4309 0.3893 N/A

Im(∆Ġ)
A 0.0024 0.0211 0.0205
n 0.4926 0.2382 0.3488
q -0.0262 -0.1211 -0.1864

On the other hand, it is possible to clearly note the non-corroded state, the

corroded state distinguished by short-term exposure time (1, 3, 6 months) and

long-term exposure time (10, 12 months). The results are related to the percentage

of material loss that occurs for aged corrosion as shown in [134].

Figure 5.17: Average trends obtained using the pot-cored sensor for hidden corro-
sion on coated samples in all the considered analyzed cases [56].

In conclusion, in the case of hidden corrosion, the sensor shows a good ability

to perform corrosion detection and to classify the various samples with corrosion

aging classes (no corrosion, short-term and long-term exposure time).
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5.3.3 Third scenario: Corrosion under insulating layer

With a view to applying the measurement system in real scenarios, the metrolog-

ical performance of the pot-cored sensor were also analyzed in the detection and

characterization of corrosion under insulating layer.

In particular, a commercial insulating layer applied for corrosion prevention

[135] was placed on the corroded area of the considered samples. The insulating

layer has a thickness equal to 2 mm and the pot-cored sensor was placed on its as

shown in Fig. 5.13 (c).

As already performed in subsection 5.3.1 (superficial corrosions), the entire set

of excitation frequencies (from 10 Hz to 2000 Hz) was investigated. Also in this

case, the two measured quantities (Re(∆Ġ), Im(∆Ġ)) are analyzed in order to

define the best operating conditions.

Fig. 5.18 shows the average trends obtained from the repeated tests on the

different samples analyzed. From the figure, it can be seen that the trends obtained

are in line with the trends achieved in the case of superficial corrosion. In this case,

however, it is possible to see that the performance has generally decreased from a

qualitative point of view. Specifically, it is possible to note how the overlapping of

the trends occurs at lower frequencies than in the case of superficial corrosion (as

can be seen in the 1-3 months and 10-12 months cases).
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Figure 5.18: Average trends obtained using the pot-cored sensor for corrosion under
an insulating layer on coated samples in all the considered analyzed cases [56].
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Fig. 5.19 and Fig. 5.20 show the fitted lines of the mean values obtained by

Re(∆Ġ) and Im(∆Ġ) at the minimum, the maximum and middle frequencies of

the adopted range (10 Hz, 1000 Hz and 2000 Hz) as already done in subsection

5.3.1. The standard deviation of the values obtained is represented in the figures

by means of vertical bars.
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Figure 5.19: Measured average values, relative standard deviation and fitted lines
of Re(∆Ġ) in the case of corrosion under insulating layer [56].

By analyzing the feature Re(∆Ġ) (see Fig. 5.19), it is possible to define that

the feature can guarantee generally good performance. However, it is possible to

observe that the measured amplitudes have decreased and the relative standard de-

viations have increased. As already mentioned, this phenomenon can be attributed

to the increasing lift-off between the sensor and the analyzed sample. In addition,

it is possible to observe particular overlaps related to the mean value added to the

standard deviation between the uncorroded sample and the corrosion with 1 month

of exposure time.

On the other hand, the feature Im(∆Ġ) (see Fig. 5.20) shows no sensitivity

under these conditions to corrosion states considered. The results are in fact very

repeatable but not accurate; this feature seems not to be suitable for the charac-

terization of the corrosion aging in this scenario. However, looking at the trends

obtained in both 1000 Hz and 2000 Hz cases (Fig. 5.20 (b)-(c)), the feature can

be adopted for corrosion detection because it shows a clear difference in terms of

mean value and standard deviation.

116



5.4 Final discussion

0 2 4 6 8 10 12

Exposure Time [months]

-4

-3.5

-3
10

-3

Average value: 10 Hz

Standard deviation: 10 Hz

Fitted line: 10 Hz

no corr 1 3 6 10 12

Exposure Time [months]

-0.032

-0.03

-0.028

-0.026

Average value: 1000 Hz

Standard deviation: 1000 Hz

Fitted line: 1000 Hz

no corr 1 3 6 10 12

Exposure Time [months]

-0.04

-0.038

-0.036

-0.034

Average value: 2000 Hz

Standard deviation: 2000 Hz

Fitted line: 2000 Hz

(a)

(b)

(c)

Figure 5.20: Measured average values, relative standard deviation and fitted lines
of Im(∆Ġ) in the case of corrosion under insulating layer [56].

In summary, in this section was possible to observe the performance of the

proposed sensor in the case of measurements under insulating layer conditions. It

was possible to see that the performance of the Re(∆Ġ) feature allows to perform

detection and characterization of different corrosion aging in all the considered set

of excitation frequencies. However, this feature does not appear to be particularly

sensitive in the case of short-term corrosion as in the case of 1 month exposure

time.

On the contrary, the Im(∆Ġ) feature does not turn out to be particularly sen-

sitive under these conditions and thus does not allow the correct characterization

of corrosion aging. It was possible to show, however, that as the excitation fre-

quency increases (1000 Hz-2000 Hz cases), this feature allows detection between a

corroded or uncorroded material. The general decrease in performance observed

for this feature can be attributed to a clear decrease in magnetic coupling between

the sensor and the sample under test due to the increase in lift-off distance.

5.4 Final discussion

This activity proposed the application of a pot-cored sensor in the detection and

characterization of corrosion states [56]. In particular, numerical and experimental

comparisons were carried out between the air-cored and the proposed pot-cored

sensors in order to show the advantages obtainable through the use of the proposed
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sensor.

From the numerical results, it was possible to define how the pot-cored sensor is

able to generate higher surface eddy currents and concentrate higher magnetic flux

on the analyzed sample. From an experimental point of view, it was shown that

the proposed sensor can measure quantities of interest 3 to 8 times larger than a

normal air-cored sensor, and its high sensitivity for low excitation frequencies was

demonstrated. It has also been shown that the best metrological performance of

the proposed sensor are achieved using lower excitation currents.

In a second phase, the pot-cored sensor was applied in several case studies

related to surface, hidden and under-insulating layer corrosion. It was observed

that the sensor performs very well in terms of characterizing corrosion aging in the

case of superficial corrosions. For hidden corrosions, it was shown how the sensor is

capable of detection and characterization by corrosion classes: short-term exposure

time and long-term exposure time.

Finally, for under-layer corrosion, it was shown that the sensor has a decrease

in its performance but is still able to detect (for both the analyzed features) and

characterize (only for one analyzed feature) corrosion states.

It has been shown that the pot-cored sensor allows for good measurement re-

peatability which, combined with the clearly distinct trends of the measured quan-

tities, promises good performance in terms of characterizing a corrosion state using

a single-frequency or multi-frequency excitation measurement methods.

Furthermore, this sensor is promising for application in Structural Health Mon-

itoring in relation to the detection and characterization of corrosion states due to

the low-power consumption shown in this activity. Finally, the low power con-

sumption required to achieve this performance has been demonstrated, making the

sensor a good candidate for portable applications or remote measurement systems.
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Chapter 6

Summary and conclusions

The research activity carried out in the field of Non-Destructive Testing, and specif-

ically in the area of NDE 4.0, has led to the development of various solutions re-

lating to thickness measurements, electrical and magnetic parameters of metallic

materials, and detection and characterization of corrosion states using Eddy Cur-

rent methods. The constant industrial demand for low cost, good accuracy and

low measurement time monitoring and measurement systems has led to the need

to develop experimental set-ups, models and measurement methods to meet these

demands.

In particular, two different solutions for estimating the thickness of metallic

materials were proposed in this activity.

The first solution focused on optimizing methods presented in the scientific

literature in the past that guaranteed good measurement accuracies but did not

meet industrial requirements in terms of analysis range and measurement time.

This solution gave rise to three different methods which, combined, achieve the

required metrological performance. The easy integration with the industrial world

led to the patent realization on this activity. In particular, with reference to an

accuracy level of 4% (level stated in reference papers), solutions were developed to

achieve such accuracy over a wider thickness range (0.5 - 4 mm) and measurement

times of less than 3 seconds.

The second proposed solution concerns the introduction of dimensional analysis

into the NDT&E world for the first time. The strength of the proposed method lies

in being able to reduce the number of variables that usually describe the problems

being addressed. This method guaranteed excellent measurement performance in

the case of simultaneous estimation of the thickness and electrical conductivity of

metallic materials. In fact, relative errors of less than 4% were obtained for thick-

ness estimation and errors of less than 2.5% for electrical conductivity estimation.
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In addition, this method is promising in the case of numerical and artificial intel-

ligence applications as the reduction in the number of variables involved can lead

to an optimisation of analysis and processing times. Also in this case, considering

the possible integration into the industrial framework, the methods was deposited

for a patent request.

It is useful to make a few brief remarks regarding the applicability of the two

measurement systems proposed. The measurement systems proposed in Chapter

3 and in Chapter 4 can be described as complementary and can be applied ap-

propriately in relation to work contexts. For the measuring system proposed in

Chapter 3, the final application could be addressed to a portable measurement

system where the analysis of the metallic sample can be carried out on the field

by means of experimental calibration. In contrast, the measurement system pro-

posed in Chapter 4 requires an initial numerical simulation phase, so the system

also needs the support of a numerical simulator. For this reason the measurement

system is oriented within a production plant where very short measurement times

are required.

Regarding the corrosion detection and characterization, a research activity re-

lated to the development of a pot-cored sensor was proposed. This sensor allowed

good measurement repeatability and promised good performance in terms of char-

acterizing a corrosion condition using a single-frequency or multi-frequency exci-

tation measurement methods (as applied in the previous activities). Furthermore,

the sensor was promising for remote application in Structural Health Monitoring

due to the low-power consumption shown in Chapter 5.

Future developments concern the extension of the Buckingham’s π theorem to

structures composed by multiple layers, problems where the liftoff is unknown or

analysis on magnetic materials. The goal is also to show the advantages using the

Buckingham’s π theorem on the other NDT&E usually applied in the industrial

framework. In a following phase, the application of this methods could be also

analyzed on anisotropic materials like composite materials.

Regarding the corrosion activity, future studies concern a useful data fusion

strategy to exploit the potential of the two features proposed in the activity. In

addition, a possible application of the electrical signatures (related to the features

considered) can be addressed in the context of artificial intelligence algorithms.
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Appendix A

Buckingham’s π theorem in
Ultrasonic Non-Destructive
Testing

A.1 Introduction and general mathematical set-
ting

Ultrasonic Non Destructive Testing is a set of methods which exploits high fre-

quency mechanical waves to reveal the presence of material flaws or to measure the

thickness of samples under test. The frequency employed in testing are typically

in the range 500 kHz – 20 MHz [82, 136]. In this note, we describe an example of

application of Buckingham’s π theorem to this kind of problems.

From a general perspective the propagation of ultrasonic waves is modelled by

the wave equation in fluid and by the Navier equation in solid. Specifically, let

us consider an ideal compressible fluid (Ideal compressible fluid can be considered

as an elastic body the internal energy of which depends only on the mass density

of the body. Therefore, the variational principles formulated for elastic bodies are

valid for compressible fluids as well), the pressure field is governed by the following

PDE [137].

∇2p =
1

c2
∂2p

∂t2
+ f = 0 (A.1)

where p is the pressure, c the speed of sound in fluid and f is a scalar body

force term. In solids, let u the displacement vector, the governing equation is [137].
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A.2 Simultaneous estimation of coating thickness and longitudinal
velocity

µ∇2p+ (λ+ µ)∇(∇ · u) + f = ρ
∂2u

∂t2
, (A.2)

where λ, µ are the Lame constants, ρ the solid density and f is the body force

vector. The above equation is valid under the hypothesis of small displacement and

velocity gradient. It is worth noting that it is possible to substitute the two Lame

constants with the Young’s modulus E and the Poisson’s ratio ν by the following

relationships

λ =
Eν

(1 + ν)(1− 2ν
) (A.3)

µ =
E

2(1 + ν)
(A.4)

A.2 Simultaneous estimation of coating thickness
and longitudinal velocity

In this Section, a specific application of ultrasonic non destructive testing is pre-

sented as a possible target problem for the application of Buckingham’s theorem.

Specifically, the goal is to measure the thickness of surface coatings. This feature

plays an important role since coating thickness affects various properties of the

coating such as corrosion protection [138]. Traditionally, the thickness is estimated

by the time-of-flight method. This method is suitable for sufficiently thick coating,

in order to guarantee that echoes from the front and back surfaces of the material

are well-separated.

Recently, new techniques are introduced to overcome this problem. In partic-

ular, a promising technique consists in measuring the reflection coefficient R. Let

us consider the case of study in Figure A.1. We assume that material properties of

water and substrate are known. The goal is to retrieve the thickness of the coating.

The currently available methods are capable to do that under the hypothesis that

the sound velocity in the coating is known. But in different practical scenario both

the coating thickness and the longitudinal velocity are unknown, so the need of

simultaneous estimation of these features [139].

In [140], the analytic expression for the complex reflection coefficient at normal

incidence is derived

R =
R12 +R23exp(2ik2zd)

1 +R12R23exp(2ik2zd)
(A.5)

where R12 and R23 are the reflection coefficients at interfaces 1 and 2 of Figure

A.1, d is the coating thickness and k2z is the (eventually complex) wave number.
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Figure A.1: Coating on a certain substrate immersed in water.

The reflection coefficients R12 and R23 are assumed to be known and they can be

expressed as

R12 =
ρ2c2 − ρ1c1
ρ2c2 + ρ1c1

(A.6)

R23 =
ρ3c3 − ρ2c2
ρ3c3 + ρ2c2

(A.7)

The subscripts 1, 2 and 3 denote water, coating and substrate, respectively. ρ

is the material density and c the longitudinal velocity. We assume that ρ1, ρ3, c1,

c3 are known. The measured quantity is the magnitude of R, that is

|R(f)| =

√
(R12 +R23exp(−2αd))2 − 4R12R23exp(−2αd)sin2(2πfc2/d)

(1 +R12R23exp(−2αd))2 − 4R12R23exp(−2αd)sin2(2πfc2/d)
(A.8)

with

k2z(f) =
2πf

c2
+ α(f). (A.9)

From the above equations, it is easy to identify the physical quantities influenc-

ing the measured quantity, i.e.

|R(f)| = g(f, c1, c2, c3, d, α, ρ1, ρ2, ρ3). (A.10)
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Table A.1: Dimensional variables in multi-layered material reflection. We denote
with M, L and T mass, length and time, respectively.

Number Parameter Symbol Fundamental dimensions
1 frequency f [L0M0T−1]
2 density of first medium ρ1 [L−3M1T 0]
3 density of second medium ρ2 [L−3M1T 0]
4 density of third medium ρ3 [L−3M1T 0]
5 velocity in first medium c1 [L−1M0T−1]
6 velocity in second medium c2 [L−1M0T−1]
7 velocity in third medium c3 [L−1M0T−1]
8 attenuation coefficient α [L−1M0T 0]
9 coating thickness d [L1M0T−1]

Table A.2: Fundamental dimensions from monomial products of the repeating
variables.

Product Dimension
1 / α [L]
1 / f [T]
ρ / α3 [M]

A.3 Application of the Buckingham’s π theorem
in this case study

In order to apply Buckingham’s π theorem, the first step is to identify the repeat-

ing variables. The physical quantities involved are listed in Table A.1 with their

fundamental dimensions. We choose as repeating variables α, ρ1 and f .

They represent a feasible choice because the fundamental dimensions can be

expressed in term of monomial products of the repeating variables (see Table A.2),

the repeating variables are independent, arbitrary nontrivial monomial products

do not generate dimensionless quantities, indeed, the kernel of the matrix−1 0 −3
0 −1 0
0 0 1


made by the coefficients of the foundamental dimensions for the repeating vari-

able is 0. Finally, they are not depending variables.
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Table A.3: List of π groups for the case of interest.

Dimensionless groups
π1 = αc2

f π2 = dα π3 = αc1
f

π4 = αc3
f π5 = ρ

ρ1

Let us define ρ = [ρ1, ρ2, ρ3], the π groups obtained are the listed in Table A.3.

Since π3, π4 and π5 are known, we can write:

R(f) = g(π1, π2) = g(
αc2
f

, dα). (A.11)

142


	List of figures
	List of tables
	Introduction
	State of the Art
	Quality control concept
	Typology of defects
	Main methods in NDT&E framework
	Thermographic methods
	Visual inspections
	Liquid penetrant methods
	Eddy Current methods
	Tomographic methods
	Ultrasonic methods

	Introduction of NDE 4.0 concept
	Comments and rationale of the reaseach project

	Eddy Current methods for thickness estimation of metallic plates: proposed optimizations
	Theoretical framework of the analyzed method
	The non-constancy of the 0 parameter and the introduction of the critical thickness
	The non-constancy of the 0 parameter
	The introduction of the critical thickness

	Analysis of measurement time
	Proposed measurement optimizations: iterative and analytical algorithms
	The iterative algorithm
	The analytical algorithm

	Proposed measurement optimizations: multi-sine excitation and interpolation techniques
	Proposed Dual-Stage strategy
	Development and design of the multi-tone excitation signal
	Analysis of the proposed interpolation techniques

	Measurement set-up and case studies
	Experimental results achieved with the proposed optimizations
	Experimental results achieved with the iterative and analytical algorithms
	Experimental results achieved with the dual-stage strategy

	Final considerations

	Introduction of dimensional analysis in Nondestructive Testing and Evaluation
	Theoretical framework and rationale behind the study
	The Buckingham’s  theorem
	Buckingham's  theorem in an EC case study: simultaneous estimation of thickness and electrical conductivity of metallic samples.
	Dimensional analysis in Eddy Current method
	Simultaneous estimate of thickness and electrical conductivity
	A initial numerical validation of the proposed method
	The measurement procedure
	Case studies and experimental set-up
	Experimental characterization of the proposed measurement method

	Final discussion and remarks
	Metrological characterization of the thickness estimation method based on Buckingham's  theorem
	Description of the single parameter estimation
	Obtained experimental results in different working conditions


	Enhancing corrosion detection and characterization: an innovative approach with Pot-Core Eddy Current sensor
	Rationale behind the implementation of the pot-cored sensor
	Performance comparison air-cored and pot-cored sensors
	Numerical Comparison
	Considered case studies and experimental set-up
	Experimental Comparison

	Experimental performance of the pot-cored sensor and discussion
	First scenario: Superficial corrosion
	Second scenario: Hidden corrosion
	Third scenario: Corrosion under insulating layer

	Final discussion

	Summary and conclusions
	Summary and conclusions
	Bibliography
	Appendices
	Buckingham’s  theorem in Ultrasonic Non-Destructive Testing
	Introduction and general mathematical setting
	Simultaneous estimation of coating thickness and longitudinal velocity
	Application of the Buckingham's  theorem in this case study


