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ABSTRACT The objective of this paper is to examine the processing of the electromagnetic field in the
physical communication channel of wireless systems using the concept of the ‘‘Deep Physical Layer’’ (DPL),
a layer that is positioned below the Physical Layer of the OSI model. The article delves into the fundamental
concept of DPL and presents several numerical findings on devices that can process the field directly in the
DPL. These devices are called Electromagnetic field Processing Devices (EPDs) and consist of reflective
elements that are extensively distributed in space. They can intelligently modify the spatial configuration of
the electromagnetic field to achieve efficient processing. The study reveals that EPDs offer the potential to
encode a massive amount of information in the spatial domain. Additionally, the results suggest that quantum
computers are an indispensable technology to gain unrestricted access to the large resources that utilizing
EPDs in the DPL can unlock. To fully utilize this vast resource necessitates addressing the challenge of
searching an unstructured database, which poses a difficulty for classical computers. However, this problem
can be efficiently solved by quantum computers using Grover’s algorithm.

INDEX TERMS Communication systems, quantum computing, Grover’s algorithm, 6G, OSI model, cellular
systems, MIMO systems, electromagnetic field processing, number of degrees of freedom, space-time
coding.

I. INTRODUCTION
What is the full potential of space in a wireless communica-
tion channel? And how to have full access to this potential?
These are two critical questions for future communication
systems, which will increasingly rely on spatial waveforms
to overcome the limited availability and high cost of the radio
wave spectrum. To answer these questions, we need to delve
into the physics of the communication process, broaden our
understanding of information, and leverage the new opportu-
nities offered by quantum computing.

While understanding the limitations of communication
systems based on the time domain is a well-established field
of research that has its roots in the work of Shannon [1],
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the use of space to transmit information is relatively new,
and limitations associated with the space-varying waveforms
are still under investigation. Analysis of information in space
domain has been carried out for the first time in [2], [3], [4],
[5], and [6]. The role of the Number of Degrees of Freedom
of the electromagnetic field in spatial channels has been
discussed from a theoretical point of view for the first time
in [7], and on the base of numerical simulations in [8]. Spatial
channels have been investigated in case of spherical sources
in [9], [10] and [11] and in case of more general sources in [7]
and [12]. The theory has been applied to analysis of ad hoc
networks in [13] and [14]. Analysis of the spatial channel in
terms of Kolmogorov channel capacity has been introduced
for the first time in [15]. Application of the theory to antenna
synthesis was proposed in [16], [17], and [18]. Recently,
there is an increasing interest toward the connections between
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FIGURE 1. A pictorial view of the solution proposed to use the full
potential of the DPL. Electromagnetic field Processing Devices (EPDs) act
as information lenses, while quantum processing allows us to effectively
decode the large amount of information made available by the EPDs.

electromagnetic and information theory, and many research
groups are actively working on this topic [19], [20], [21].

As we strive to develop more efficient communication
systems, we inevitably encounter restrictions imposed by the
laws of physics.

In order to address these limitations, it is useful to introduce
an additional layer below the Physical Layer (PL) in the OSI
model. This new layer, called the Deep Physical Layer (DPL,
see Fig. 2), is discussed in detail in [22]. Unlike the PL,
where information is a ‘‘mathematical’’ quantity based on the
Shannon information entropy, the DPL considers information
in relation to the physics of the medium carrying the infor-
mation. Specifically, in radio communications, information is
determined by the number of distinguishable configurations
of the electromagnetic field on the receiver. The importance
of the DPL lies in the fact that the maximum amount of
information that can be transmitted is determined at this level,
as the performance of communication systems in terms of
data throughput is governed by the laws of physics. In con-
trast, the ‘‘potential’’ offered by the DPL is expressed at the
PL level depending on the specific communication strategy
and technological solution.

The scheme depicted in Fig. 2 provides useful insights into
enhancing communication. Firstly, it elucidates the crucial
role of antennas as the sole gateway connecting the ‘‘vir-
tual’’ world represented by the layers above the DPL to the
‘‘real’’ world of the DPL.Metaphorically, antennas transform
‘‘logical’’ bits into ‘‘physical bits’’, which carry information
according to the laws of physics. Therefore, antennas are the
only means of accessing the resources present in the DPL,
and, if not designed correctly, can represent the bottleneck
of the telecommunication system. In this context, antennas
serve as information transmission systems, whose synthe-
sis should take into account not only conventional objec-
tives like controlling the power density distribution but also
communication-specific objectives such as channel capacity
maximization. While antenna synthesis in the context of DPL

FIGURE 2. The OSI stack extended with The Deep Physical Layer (DPL).
In the DPL, the information is associated with ‘‘states’’ of the
electromagnetic field (i.e., field configurations at the receiver) which are
distinguishable in the presence of noise. Information (i.e. field
configurations) is elaborated by Electromagnetic field Processing Devices
(EPDs), which operate according to classical physics, and by Quantum
Computers (QCs), which operate according to quantum physics.

FIGURE 3. ADAM (ADAptive Mimo antenna) was a ‘proof of concept’ of
the possibility to improve the channel capacity by controlling scattering
elements in the environment, carried out at the beginning of this
century [26]. In ADAM the scattering elements were placed in a circle
around the TX antenna.

has been addressed in other works [16], [22], [23], this article
will not delve into this topic.

A further interesting observation concerns data processing.
All the layers above the DPL process the information of
interest to the layer. This suggests introducing processing at
the DPL level as well. However, the quantity of interest at
the DPL level is the electromagnetic field, whose processing
requires methodologies and devices that are profoundly dif-
ferent from those used in the upper layers. These devices will
be called Electromagnetic field Processing Devices (EPDs)
[24], [25].

The concept of EPD originates from a proof of concept
called ADAM (Adaptive MIMO Antenna, [26]) developed in
the early 21st century, shown in Fig. 3. ADAM generates
a locally controllable environment using scattering elements
connected to electronically controllable loads. The channel
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FIGURE 4. A pictorial view of an EPD consisting of four controllable
reflecting elements. Loosely speaking, EPD can be consider an array of
widely distributed scattering elements. The individual elements of an EPD
can be static (no control on the reflected field), or dynamic (control on
the reflected field).

operator is a function of the state of the scattering elements.
By manipulating the scattering configuration of the elements,
it is possible to obtain different singular value distributions of
the channel operator, which optimizes the channel capacity
of the MIMO system or other quantities of interest. The
experimental results of a 2 × 2 MIMO channel with a 30
MHz bandwidth showed a doubling of the number of spatial
channel channels in the entire bandwidth [27].

EPDs can be seen as a scaled-up version of ADAM, uti-
lizing arrays of scattering elements to achieve a degree of
control over the propagation channel and improve capacity.
An example of an EPD is shown in Fig. 4. Essentially, an EPD
consists of an array of widely-distributed scattering elements,
with individual elements that can be either static (no con-
trol on the reflected field, such as in Electromagnetic Skins
(ES) [28]) or dynamic (allowing control over the reflected
field, such as in Reflecting Intelligent Surfaces (RIS) [29],
[30], [31], [32]). The technology behind EPDs is similar to
that of ES and RIS.

More specifically, the EPDs described in this paper are
static systems that are widely distributed in space. These
systems are fully compatible with existing standards and can
be integrated without any modifications to the communi-
cation system. It is understood that dynamic EPDs, which
require the development of a specific standard, can offer
even higher performance by dynamically optimizing their
response.

EPDs can be thought of as ‘‘lenses’’ that manipulate spatial
information by gathering information from large areas of
space and directing it towards the receiver. This paper does
not offer any specific technological solutions for EPDs, but
instead provides a high-level analysis of electromagnetic field
processing. Therefore, similar to [22], this paper presents a
framework for examining and comprehending electromag-
netic field processing at a fundamental level, prior to intro-
ducing the specific details of the EPD used in the elaboration.
This enables a ‘‘bird’s eye view’’ of the field elaboration
process.

Based on the analysis conducted in this study, it appears
that utilizing EPDs in the DPL could allow for encoding a
significant amount of data in the spatial domain. However,
to make these extensive resources available to higher OSI lay-
ers, the challenge of searching an unstructured database must
be addressed. This task is difficult to accomplish with clas-
sical computers, but quantum computers have the potential
to efficiently solve this problem. This implies that quantum
computers may be a crucial enabling technology for gaining
unrestricted access to the vast resources that the use of EPDs
in the DPL can offer.

It should be emphasized that the approach taken in this
paper is quite distinct from the methods employed in the field
of quantum communication research. Quantum communica-
tion utilizes the principles of quantum mechanics to achieve
secure communication. Examples of this include quantum
key distribution (QKD), quantum teleportation, and quantum
networks [33]. In all of these applications, as well as in
quantum sensing, which involves using quantum systems to
detect and measure various physical properties, quantum sig-
nal generation, transmission, and reception are critical topics.

This paper does not rely on quantum phenomena for
communication and detection, which instead are based on
classical physics, and do not involve entanglement in the
communication process. Instead, quantum phenomena are
utilized to speed up codeword decoding with the help of
quantum computers.

The field of quantum computing offers numerous hard-
ware solutions, including superconducting qubits, trapped ion
qubits, and photonic qubits, each with its own strengths and
weaknesses [34]. Scientists are actively working to address
the challenges associated with each approach. Alongside
the advancement of quantum computer hardware, various
programming languages have been developed [35] and are
currently accessible.

One of the most popular programming languages for quan-
tum computing is Qiskit [36], which allows developers to
build quantum circuits and execute them not only on simu-
lators but also on IBM’s quantum hardware. A very simple
example using Qiskit is reported in the Appendix showing the
‘logic’ of the quantum computing programming. However,
many other languages for quantum computing are available,
as Cirq developed by Google, Q# by Microsoft and PyQuil
by Rigetti Computing.

As noted at the beginning of this Section, the goal of
this paper is to identify a strategy to use the full potential
offered by the DPL in terms of spatial information. The level
of enhancement achieved is determined by various factors,
such as antenna design, frequency, propagation environment,
and the EPD’s overall design, and it can theoretically exceed
100 bits per symbol. The quantity of information is so vast
that even methods that do not utilize the entire capability of
the DPLmay be deemed acceptable. Depending on the extent
to which this potential is wasted, suboptimal techniques may
be utilized, such as scaling the decoding problem to a point
where it can be handled by classical computers.
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TABLE 1. Symbols used in the classical physics portion of the DPL
communication process.

TABLE 2. Symbols used in the quantum physics portion of the DPL
communication process.

The paper is structured as follows. Section II introduces
a reformulation of the DPL theory using bra-ket symbols
commonly used in quantum physics. This section aims to
prevent confusion with symbols used in the quantum section
by modifying some of the symbols used in [22].

In Section III, the classical computing aspect is discussed,
while Section IV presents quantum computing.
Section V provides an example that illustrates the potential

and challenges of fully utilizing the DPL’s resources for upper
layers.

Section VI presents the conclusions.
Finally, in the Appendix, a simple implementation of

Grover’s algorithm using Qiskit language is provided, which
can be executed on IBM quantum computers.

II. INFORMATION IN THE DEEP PHYSICAL LAYER
Suppose Alice wants to convey a message to Bob. Before the
connection, Alice and Bob prepare a codebook containing
a series of code words. During the communication process,
Alice sends a specific code word. The goal of the communi-
cation is to identify the code word transmitted by Alice even
in a noisy communication channel.

In the Deep Physical Layer (DPL), all stages of the com-
munication process are closely linked to the physics of the
information transmission [22]. The transmitter is modeled
as electric current densities that radiate in the environment,

while the receiver is simply an observer that identifies the
configuration of the electromagnetic field on an observation
manifoldM. The specific field configuration on the observa-
tion manifold will be called the ‘state’ of the received field.

The codebook consists of unique code words that are
encoded in distinct states of the received field. To receive
the message, the receiver must determine the exact state of
the received field even if corrupted by noise or measurement
errors during the reception phase. The maximum number
of states that the receiver can distinguish in the presence
of noise establishes the upper limit of reliable information
transmission that the system can accomplish.

As noted in the Introduction, in this paper, we will focus
on the use of the space to transmit information. In particular,
we will consider the ‘pure spatial communication system’
model introduced in [7], i.e., a harmonic communication sys-
tem that uses only spatial resources to transmit information.
This allows isolate the contribution of the space domain from
the contribution of the time domain in the communication.
Moving forward, we will omit the time dependence notation
ejωt (where ω represents the angular frequency of currents
and fields) in our discussions.

With reference to Fig. 5, let us consider a proper basis1

{|v0⟩ , |v1⟩ , . . . .} in an infinite dimensional separable Hilbert
space equipped with L2 norm and let us represent the current
distribution |c⟩ on the radiating systems using this basis [37]:

|c⟩ =

∞∑
h=1

|vh⟩ ⟨vh|c⟩ (1)

The set of all the possible current distributions on the
radiating system will be called X . We will suppose that X
is bounded, and its radius is finite, f.i. equal to one.2 The
specific current distribution |c⟩ will be called a ‘state’ of
current distribution. Any state is a superposition of the basis
functions |vh⟩.
The field radiated by the current is observed on the

observation manifold M. We introduce a proper basis3

{|u0⟩ , |u1⟩ , . . . .} in an infinite dimensional separable Hilbert
space equipped with L2 norm. The observed field |e⟩ is rep-
resented by superposition of the basis functions [37]:

|e⟩ =

∞∑
h=1

|uh⟩ ⟨uh|e⟩ (2)

The set of all the received field configurations onM will
be called Y , while |e⟩ represents the ‘state’ of field configu-
ration on the observation manifold.

The operator A, called ‘radiation operator’ [38], maps
elements of X into elements of Y [38] (Fig. 6(a)):

|e⟩ = A |c⟩ (3)

1The {|vh⟩} basis will be specified after introducing the radiation operator.
2This constraint limits the energy of the currents on the antennas [7].
3The {|uh⟩} basis will be specified after introducing the radiation operator.
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FIGURE 5. The communication process in the DPL. The k-th codeword is associated with the
∣∣ck

〉
state of the current distributions on the

transmitting antenna. The radiation operator A maps
∣∣ck

〉
into the state

∣∣ek
〉

of the field on the receiving antenna. Due to the presence of
noise and measurement uncertainty, the measured state is different, but in any case is inside k − th ϵ-sphere of uncertainty. The oracle
flips the quantum eigenstate

∣∣xk
〉

associated to the k − th ϵ-sphere, and the Grover algorithm is iteratively applied to the quantum system.
When the probability that the state of the quantum system collapses in

∣∣xk
〉

becomes one, measurement on the system is carried out, and
the ϵ-sphere to which

∣∣xk
〉

belongs is identified.

A is an integral operator whose Kernel is given
by the Green’s function [15], [39], which takes into
account the physical mechanism of electromagnetic
propagation.

Since A is a completely continuous (also called compact)
operator [37], [39], it admits the Hilbert-Schmidt represen-
tation in terms of singular system, (σh, |uh⟩ , |vh⟩ wherein
σ1 ≥ σ2 ≥ . . . ≥ σn ≥ . . . are the singular values of the
operator and |uh⟩, |vh⟩ are called singular functions. [15],
[37]. The singular values are real, are listed in decreasing
order (σh+1 ≤ σh) and limh→∞ σh = 0 [37], [39]. In the
following, the basis functions |vk ⟩ will be called the singular
functions of the current distribution, while the basis functions
|uk ⟩ will be called the singular functions of the electric field
onM.
The Hilbert-Schmidt expansion [37] diagonalizes the

operator obtaining [7], [39]:

|e⟩ = A |c⟩ =

∞∑
h=1

σh |uh⟩ ⟨vh|c⟩ (4)

or equivalently [39]:

A = U lA6A U
r†
A (5)

wherein U lA and U rA are unitary operators, 6A is a diagonal
operator that scales the components of U rA |c⟩ according to
the singular values of A, and the superscript † stands for the
Hermitian conjugate (or adjoint) of the operator.

In practical cases, observation of an the elements in Y is
unavoidably affected by noise and uncertainty, which limit
the number of states that can carry information. We consider

FIGURE 6. (a) Functional scheme of the TX-RX radiation operator; (b):
Functional scheme of the TX-RX radiation operator in case of presence of
EPD.

indistinguishable two elements of Y having a distance smaller
than a given quantity, let ϵ be [15]. The quantity ϵ depends on
the noise and on accuracy of our measurement system.

Let us now consider an ϵ-packing of Y , i.e., a family of not
intersecting open balls with centers in Y and radius ϵ (called
ϵ-balls, Fig. 5). Since Y is totally bounded [22], it admits a
finite ϵ-packing for any ϵ > 0 [16], [22], [37].

The supremum of the number of balls of all the possible
ϵ-packing of Y , let Pϵ be, is called packing number [40].

The Kolmogorov ϵ-capacity of Y , let Cϵ , is4 [40]:

Cϵ = log2(Pϵ) (6)

4In many papers the capacity is indicated as C2ϵ . We will denote it as Cϵ
for sake of notation simplicity.

VOLUME 11, 2023 52973



M. D. Migliore: Classical and Quantum Processing in the Deep Physical Layer

FIGURE 7. Each field configuration on the observation domain M is
associated to a functional point in the set Y ; A,B,C,D are 4 different field
configurations on M. The measured field is affected by noise that
prevents to reliably distinguish two field distributions associated to
points closer to ϵ. Let’s suppose that the noiseless received field is the A
field distribution (

∣∣ek
〉
), decoded fo example as ’000000’ bit string. Due to

the noise the received field is B (|e⟩) instead of A. In presence of an ϵ

noise level B can fall in any point at distant not larger than ϵ. All the field
configurations falling inside the sphere of radius ϵ centered in |e⟩k are
decoded as |e⟩k , i.e. as ’000000’ bit string. All the field configurations that
do not belong to the set of ϵ-spheres are not used to encode information
to avoid ambiguity. Consequently, the maximum number of information is
equal to the maximum number of distinguishable field configurations (i.e.
‘states’ of the received field) in presence of noise.

and turns out to be [41]:

NDFϵ∑
h=1

log2
(σh
2ϵ

)
< Cϵ ≤

NDFϵ∑
h=1

log2

(
2
√
2σh
ϵ

)
(7)

The number NDFϵ is the effective dimension of the set Y ,
In presence of an ϵ level of uncertainty it is possible to trun-
cate the series (4) to the first NDFϵ terms [15], obtaining [7]:

|e⟩ = A |c⟩ =

NDFϵ∑
h=1

σh |uh⟩ ⟨vh|c⟩ (8)

The value of NDFϵ is equal to the number of singular
values above the noise level ϵ, and is called the Number of
Degrees of Freedom of the field at the ϵ level (NDFϵ) [16].
The NDFϵ is solution of a sphere-packing problem and is
strictly related to the Number of Degrees of Freedom of the
field introduced by Bucci and co-worker [42], that, however,
is related to sphere-covering problems arising in approxima-
tion theory [40], [43]. Indeed, in the case of far-field condition
and free space propagation, the NDFϵ is practically equal to
the Number of Degrees of Freedom defined by Bucci in the
framework of field approximation.5

Summarizing, the field |c⟩ on M can be represented as
superpositions of the singular functions |uk ⟩. However, only

5The NDFϵ turns out to be only one unit smaller than the Number of
Degrees of Freedom defined in the framework of field approximation.

Cϵ states are distinguishable in the presence of an ϵ-level
noise and can carry distinguishable codewords. Accordingly,
the system can handle a ‘codebook’ with a number of code-
words up to N = 2Cϵ . Each codeword is associated with
a different ball of an optimal (i.e. containing the maximum
number of non intersecting balls) ϵ-packing of the set of the
received field configurations:

codeword0 → |e0⟩ = A |c0⟩

codeword1 → |e1⟩ = A |c1⟩

. . .

codeword1 → |eh⟩ = A |ch⟩

. . .

codewordN−1 → |eN−1⟩ = A |cN−1⟩ (9)

wherein |eh⟩ is the center of the h − th sphere. The field
configuration |e⟩k represents a ‘physical symbol’ encoding
Cϵ bits (see Fig. 7).
The determination of Cϵ and consequently the num-

ber of bits assigned to each state is dependent on the
level of noise and the propagation channel. Prior to trans-
mission, its value must be established through channel
sounding.

Let us suppose that Alice sends the k − th codeword, see
Fig. 5. The trasmitter selects the |ck ⟩ state of the current
distribution, which gives the |ek ⟩ state of the field onM in the
absence of noise. Due to the noise, the state of the received
field is different, f.i. |e⟩. However, this state belongs to the
same k − th ball to which |ek ⟩ belongs. Consequently, the
receiver must identify the ball to which the |e⟩ state belongs.
To identify the ball, we introduce the following Boolean
function f (h):

f (h) =

{
1 if |⟨eh|e⟩|2 < ϵ2

0 if |⟨eh|e⟩|2 > ϵ2
(10)

The condition, f (k) = 1 identifies the ball containing the
transmitted signal as the k-ball.

The resources potentially available in the DPL can be huge,
and the number of codewords that can be encoded in the
spatial domain can quickly reach several million, even in the
case of small arrays.

To give a more concrete idea of the potentialities present
in the DPL, we consider the specification of an actual FR2
5G system currently in service described in [44]. The system
works in 27.1− 27.3 GHz band and uses µ = 3 numerology,
i.e. 112000 symbols per second and 1667 subcarries. Taking
into account that only the 75% is available for downlink
connection, almost 150 millions of Resource Elements (REs)
are available in downlink. Supposing that all the REs encode
8 bits (the maximum possible in 5G standard) we have almost
1.2 Gb/s.

Let us now consider all the potential available in the DPL.
As noted earlier, in this case NDFϵ is almost equal to the
Number of Degrees of Freedom defined in [43], which turns
out to be ≃ 4Area/λ2 where Area is the area of the radiant
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system and λ is the wavelength. Suppose the system uses a
square antennas of ℓ × ℓ area, where ℓ is the side length of
the antennas. A rough evaluation of the order of magnitude of
the ϵ-capacity can be obtained by the following formula [15]:

Cϵ ≃

(
2ℓ
λ

)2

log2

(
2σ
ϵ

)
(11)

wherein all the relevant singular values have been supposed
equal for simplicity.

In case of ℓ=0.5 m and 2σ/ϵ = 10 the ϵ-capacity
turns out to be greater than 2.5 104 bits. If the full poten-
tial of space coding is used in the 5G frame, the bit rate
increases to ≃ 3.7 Tb/s, reaching the goal expected in 6G
systems.

However, the above example is quite optimistic. Indeed,
two main problems limit the amount of information that
can be encoded in actual conditions using the spatial
domain.

First, the number of degrees of freedom NDFϵ we obtain
on the observation surface M depends on the propagation
environment. In some cases, the NDFϵ may decrease to only
one or zero (no communication) depending on the specific
environment, completely losing all the potential present in the
DPL.

Furthermore, identifying the received codeword in a set Y
containing millions of balls is a great challenge. The position
of the balls in an optimal packing is almost random, and fully
exploiting the great potential present in the DPL requires
an effective search method on Y sets containing millions
of ϵ-spheres. Consequently, the receiver must search in a
large unsorted set of data. This requires O(2Cϵ ) queries using
computers based on ‘classical’ physics, limiting the number
of balls that can be used to encode information and wasting a
large amount of potential resources.

The above two problems will be discussed in more detail
in the following two sections.

III. CLASSICAL PROCESSING IN THE DPL
As noted in the previous Section, the radiation operator A
can be represented as A = U lA6A U

r†
A , wherein U lA and

U rA are unitary operators whose effects, from a geometrical
functional point of view, are simple rotations, while 6A is
a diagonal operator that scales the components of U rA |c⟩
according to the singular values of A.
Consequently, the A radiation operator maps the unit L2-

norm ball X into a compact hyper ellipsoid Y , whose n−th
semi-axis length is equal to the n−th singular value of the A
operator. Hence, the shape of Y is fixed by the6A, i.e., by the
singular values of A, while the other operators only make
base changes. Since the ϵ-capacity depends on the shape of
Y , a natural question is whether it is possible to modify the
geometry of Y to increase the capacity.
This is indeed possible by modifying the radiation operator

using specific devices, that will be called Electromagnetic
field Processing Devices (EPDs) [24].

We suppose that the EPD performs a linear transformation
of the incident field6 and admits the following model [39]:

W = U lW 6WU r†W (12)

wherein {U lW ,U
r
W , 6W } is the singular system of W .

We suppose that the operator is compact, as happens in any
physically realizable device [22].

The propagation between the transmitting source and the
receiving surface of the EPD is modeled by the linear radia-
tion operator [39]:

B = U lB 6B U
r†
B (13)

wherein {U lB, U
r
B, 6B} is the singular system of B. In the

following the set B |c⟩ will be called called YB.
The EPD radiates acting as a source. The propagation

between the EPD and M is modeled by the radiation oper-
ator [39]:

C = U lC 6C A
r†
C (14)

wherein {U lC, U
r
C, 6C} is the singular system of C. The set of

the outputs of C will be called YC .
The communication channel from the source to M is

modeled by the linear operator A = BWC (Fig. 6(b)) that
can be written as:

A = U lB 6B U r†B U
l
W 6W U r†W U lC 6C U r†C (15)

wherein U r†B U
l
W and U r†W U lC act rotations.7 Consequently,

it is generally possible to modify the geometry of Y and
the ϵ-capacity by adequately choosing the electromagnetic
response of the EPD.

From a ‘‘geometrical’’ perspective, the effect of the EPDs
is a modification of the shape of the Y set, increasing Cϵ .

A first way to modify the shape increasing the capacity
is to maximize the length of the main axis of the hyper
ellipsoid. This is the solution generally adopted in RISs
(Reflecting Intelligent Surfaces) [45], whose main applica-
tion is to extend the wireless connection in Non Line of Sight
propagation environment. However, this solution is optimal
only if only one spatial channel is available.

A different approach is to maximize the volume of Y
increasing the number of spatial communication subchannels,
i.e., of the effective dimensions of the Y hyper ellipsoid [26].
In this paper wewill focus our attention on this solution using
transmitting surfaces [24] that act as ‘lenses’ for information.

IV. QUANTUM PROCESSING USING GROVER’s
ALGORITHM
The discussion in the previous Section shows the great poten-
tiality present in the DPL. However, taking advantage of such
potentiality is not straightforward since the receiver must

6In this paper, we do not consider nonlinear field elaboration, even if this
does not exclude the possibility of building EPDs performing some nonlinear
field processing.

7Note that XC is generally a compact hyperellispoid whose shape depends
on B andW , while YC is equal to the set Y ofA.
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search in a large unsorted data set. As previously noted,
this limits the number of balls that can be used to encode
information.

A possible solution to overcome this problem is to use
quantum computation. In particular, the use of Grover’s
Quantum Search Algorithm (GQSA) [46], [47] is proposed.
GQSA finds the desired entry with 100% probability of suc-
cess with only O(

√
N ) queries [48], wherein N is the number

of items in the database. This makes it possible to handle large
ϵ-packing sets.

In quantum computing, information is manipulated taking
advantage of some quantum phenomena that do not have
equivalent in the classical physics, such as quantum wave
function superposition and entanglement.

Let us suppose that the number of ϵ-spheres in an optimal
ϵ-sphere-packing (i.e. with maximum number of ϵ-sphere) is
N = 2n, and consider a quantum system and an observable
having N eigenstates. Let xh be the h−th eigenstates, and λh
the relative eigenvalue, assumed to be known.

We associate the h-th eigenstate xh to the ϵ-sphere hav-
ing center element |eh⟩. Consequently, we have a one-to-
one association between the ϵ-spheres and the eigenstates.
Identification of a specific ϵ-sphere requires to measure the
eigenvalue of the eigenstate associated to the ϵ-sphere (Fig. 5)

Now, let us suppose that the received signal belongs to
the k-th ϵ-sphere. Accordingly, the Boolean function in Eq.
10 gives f (h) = 1 for h = k , indicating |xk ⟩ as goal
state, or, in other word, the output of the measurement of the
observable must be λk . However, in the measurement process
the wave function collapses in a random eigenstate. Shortly,
the key of quantum computation is to force the system to
evolve so that the state has a high probability of collapsing
into the eigenstate solution of the problem of our interest (i.e.,
into the k − th eigenstate in our example).

To obtain this controlled dynamical evolution of the sys-
tem, as a preliminary step, the Grover’s procedure poses the
wavefunction in a uniform superposition of eigenstates [33]:

|s⟩ =
1

√
N

N−1∑
h=0

|xh⟩ (16)

Let us introduce
∣∣xk⊥

〉
[33]:

∣∣∣xk⊥

〉
=

1
√
N − 1

2n−1∑
h=0,h̸=k

|xh⟩ (17)

that spans the hyperspace orthogonal to the ‘goal’ state |xk ⟩,
i.e.

〈
xk⊥

∣∣xk 〉 = 0.
To obtain an intuitive geometrical approach, it is useful

to discuss the effect of the different operators involved in
the Grover’s algorithm on the

∣∣xk⊥
〉
-|xk ⟩ plane (see Fig. 8).

On this plane, the state |s⟩ can be represented as |s⟩ =

sin(θ/2) |xk ⟩ + cos(θ/2)
∣∣xk⊥

〉
(Fig. 8(a)). The probability

that |s⟩ collapses in |xk ⟩ is equal to the square of the projection
of |s⟩ on |xk ⟩, i.e. 1/N . For large N the angle θ/2 can be
approximated as θ/2 ≃ 1/

√
N .

To increase the probability that the quantum system col-
lapses in |xk ⟩, the GQDS exploits the amplitude amplification
strategy [49].

As first step, GQDS introduces the operator Uxk called
oracle [33]:

Uxk = I − 2 |xk ⟩ ⟨xk | (18)

that changes the sign of the amplitude of |xk ⟩ [33]:

|ψ⟩ = Uxk |s⟩ =

=
1

√
N

N−1∑
h=0,h̸=k

|xh⟩ −
1

√
N

|xk ⟩ (19)

The oracle rotates |s⟩ in the
∣∣xk⊥

〉
-|xk ⟩ plane by an angle

−θ , wherein the minus sign denotes a clockwise rotation
direction (Fig. 8(b)).

In practice, the oracle reflects |ψ⟩ over
∣∣xk⊥

〉
. The projec-

tion of |ψ⟩ on |xk ⟩ is ≃ −1/
√
N and hence the probability

that |s⟩ collapses in |xk ⟩ is still 1/N .
In order to increase this probability, a further unitary oper-

ator Us, called diffusion operator, is applied [33]:

Us = 2 |s⟩ ⟨s| − I (20)

that rotates |ψ⟩ by +2θ in anti-clockwise direction
(Fig. 8(c)).
The operator acting these two rotations is called theGrover

operator G:

G = UsUxk (21)

The Grover operator is repeatedly applied r times until
the state |ψr ⟩ = Gr |s⟩ becomes parallel to |xk ⟩, where Gr

represents the application of the G operator r times.
Imposing

θ

2
+ r θ =

π

2
(22)

we obtaining a value of r ≃
π
4

√
N iterations.

Accordingly, after O(
√
N ) iterations, the probability that

ψ r collapses in the goal eigenstate is almost one.

V. NUMERICAL EXAMPLES
Antennas are one of the few devices that cannot be miniatur-
ized: the higher the performance required in terms of beam
size, the larger the electrical dimensions of the antennas.
While small antennas are desirable, the current technology
is forced to use larger and larger antennas to reach higher bit
rates [50].

The analysis carried out in the previous sections of this
paper suggests that EPDs allow for a considerable increase
in the bit rate. It is, therefore, interesting to investigate the
performances obtainable using small antennas when EPDs
are used.

As an example, let us consider (see Fig.9) a TX antenna
(blue square in the figure) and an RX antenna (black square
in the figure) consisting of small planar radiating/receiving
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FIGURE 8. a): at the beginning of the Grover’s procedure, the quantum
system’s state is a uniform superposition of the N eigenstates (in the
example N = 4), each of which is associated with a different ϵ-sphere of
Y ; the

∣∣xk
〉

eigenstate associated with the sphere containing the received
signal is the ‘goal’ state; the probability that the state collapses in the
‘‘target’’ state in the measurement process is 1/N . (b): the oracle flips∣∣xk

〉
. The probability that the system state collapses in the ‘‘target’’ state

is still 1/N . (c): the scattering operator rotates the state vector obtaining
‘‘amplitude amplification,’’ increasing the probability that the system
state collapses in the ‘‘target’’ state in the measurement process. Each
time the procedure repeats, the state of the system rotates by θ .

FIGURE 9. Geometry of the problem: the transmitting antenna is drawn in
blue, the receiving antenna is drawn in black; the elements of the EPD are
drawn in red.

surfaces of only 3λ×3λ. The TX and RX antennas are placed
at a distance of 500λ and operate in free space (i.e., in the
absence of the EPD, that is drawn in red in the figure).

The radiating system is simulated by a set of isotropic
radiating elements placed on a λ/2 uniform lattice. The field
radiated by the transmitting elements is evaluated on the
surface of the receiving antenna on a λ/2 uniform lattice.

FIGURE 10. In the absence of an EPD device, the radiation operator A
(labeled as b) maps the set X of currents (marked as a) in a highly
elongated hyper ellipsoid (labeled as c). In the presence of EPD, the
radiation operator B (labeled as e) maps the set of currents on the
antenna (X , labeled as d) into a large hyper ellipsoid YB (labeled as f).
The received field excites a current distribution on the EPD, that is
controlled by the operator W (step f). The radiation operator C (labeled
as h) maps the set XC of currents on the EPD (labeled as g) into a large
hyper ellipsoid Y (labeled as i). This process can preserve a large part of
spatial information.

The matrix relating the field on the observation points
to the currents on the radiating elements (i.e. whose (i, j)
element is the field observed on the i − th receiving antenna
radiated by the j−th transmitted antenna) is calculated and the
Singular Value Decomposition is applied to the matrix. The
plot of the singular values normalized to first singular value is
shown in Fig. 11 as a blue curve labeled TX-RX.We can note
that the singular values rapidly decay to a negligible value.
In practice, only one singular value gives contribution to the
capacity. Using the geometrical intuitive approach outlined
in Sec. III, the set X of the currents (Fig. 10(a)) is mapped
in an hyper ellipsoid Y so elongated (Fig. 10(b)) that allows
packing spheres only along one dimensions. Supposing ϵ =

0.2 we have 10 distinguishable field configurations on the
receiving antenna and the ϵ-capacity turns ou to be Cϵ =

3.2 bits.
Now, let us introduce an EPD. We consider a widely dis-

tributed EPD of 4 × 4 isotropic scattering objects distributed
on a surface with dimension 190λ × 190λ (red points in
Fig. 9).
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FIGURE 11. Normalized singular values [dB] in case of 4 × 4 EPD
elements; violet points: TX-RX connection in absence of EPD; red
points:TX-RX connection in presence of EPD; blue points:TX-EPD
connection.

FIGURE 12. Probability that the wave function collapses in the goal state
versus the number of iterations.

The normalized singular values of the propagation matrix
relating the Transmitting elements to the EPD elements, i.e.,
considering the EPD as a ‘receiver,’ are plotted in Fig. 11
as blue points on yellow curve (labeled as ‘‘TX-EPD’’). The
number of EPD elements (4×4) limits the number of singular
values of the channel operator to 16. All the 16 singular values
have high amplitude, indicates that the EPD is able to collect a
significant fraction of spatial information that is lost in a TX-
RX direct connection. With reference to the model described
in Section IIII, the set X (Fig. 11(d)) is mapped by the B
operator (Fig. 11(e)) in a 16-dimensions set YB (Fig. 11(f))
having much larger volume compared to volume in absence
of EPD.

The currents on the EPD (Fig. 10(g)), induced by the
incident field and modified by the W operator (Fig. 10(f)),
radiate toward the receiving antenna (Fig. 10(h)), obtaining

FIGURE 13. ϵ-capacity [bits] versus EPD side length (measured in λ) and
the square root of the number of elements of the EPD. The elements of
the EPD are placed on a uniform lattice.

a 16-dimensions set Y whose voume is larger compared to
the absence of EPD (Fig. 10(i)). The normalized singular
values of the TX-EPD-RX propagation channel are plotted
as a green points on red curve in Fig. 11 (labeled TX-EPD-
RX). The use of EPDs increases Cϵ from 3.2 bits in absence
of EPD to 39 bits.

The Grover’s algorithm is utilized to determine the trans-
mitted codeword.

As discussed in the previous Section, quantum algorithms
give a solution in probabilistic terms. In Fig. 12, the proba-
bility that the quantum state collapses in the goal eigenstate
is plotted versus the number of applications of the Grover
operator (i.e., ‘iterations’ of the quantum algorithm’). We can
note that the algorithm gives the ‘‘correct’’ eigenstate with
unit probability in about 750.000 iterations,while a search
using nonquantum computers would require on average more
than 250 billion trials to identify the transmitted codeword.

This example gives only a limited idea of the potentialities
present in the DPL. Several optimization can be carried out.
Fig. 13 shows Cϵ versus the length of the side of the EPD
and the square root of the number of radiating elements,
indicating that it is possible further significant increase of the
capacity at least up to 100 bits.

The examples suggest huge potential in DPL, which can be
fully exploited using EPDs and quantum computing.

VI. CONCLUSION
This work explores the potential of leveraging field process-
ing in the Deep Physical Layer (DPL) to enhance the amount
of information that can be transmitted via wireless commu-
nication systems. The analysis is divided into two parts, the
first of which focuses on Electromagnetic ProcessingDevices
(EPDs), which operate on classical physics principles. By act-
ing as ‘‘lenses,’’ EPDs gather information from large areas
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of space that would have otherwise been lost and make it
available to the receiver.

The ‘‘information lenses’’ of EPDs share several similari-
ties with RIS. EPDs can be viewed as an optimized configu-
ration of reflecting surfaces that maximizes channel capacity.
In this sense, an EPD is to a RISwhat a transmitting array [51]
is to a single element of the array.

The amount of information that can be encoded in
space can be extremely large. The quantitative improvement
depends of a number of factors (antennas, propagation envi-
ronment, frequency, design of the EPD) and can reach, at least
in theory, over 100 bits per symbol. This makes identifying
the code word associated with the a set of field configurations
belonging to optimal sphere packing challenging to handle
with classical computers. The second part of the elaboration
exploits quantum computing to fulfill this role.

This work’s findings indicate that quantum computers are
a vital technology to obtain unrestricted access to the large
resources that the utilization of EPDs can unlock at the DPL.

The feasibility of the concepts discussed in this paper is
supported by experimental evidence of improved channel
capacity through the use of controlled reflecting element
arrays [27].

Implementation of static EPDs is indeed already possi-
ble. Regarding the applications of EPD, while the primary
challenge of millimeter wave systems lies in extending cov-
erage to non-line-of-sight areas, the key issue for lower fre-
quency systems is enhancing the system’s capacity in terms
of bit rate and the number of users served. Consequently,
lower frequency systems below 6 GHz would reap greater
benefits.

The primary challenge to widespread adoption is cost
reduction. One possible solution is to leverage technological
advancements in the related field of reconfigurable intelligent
surfaces (RIS), such as the development of newmaterials like
graphene [52], [53], which can also be applied to EPDs.

Regarding the exploitation of quantum computing,
we must note that the bright future promised by enthusiasts
presents shadow spots raised by doubts about the limits of the
quantum approach [54].

Quantum computers are basically probabilistic Turing
machines that make a random choice between multiple pos-
sible dynamical evolutions. Consequently, they cannot com-
pute a function that is not computable by a deterministic
Turing machines. The different is given by the efficiency of
the computation, that for some classes of problems is higher
in case of quantum computers.

It is probable that the application of quantum comput-
ers will be restricted to specific tasks where the quantum
superposition provides an advantage over classical parallel
computing solutions. The present paper proposes an approach
that combines classical and quantum processing, which aligns
with this view. Oracles play a critical role as the link between
the classical and quantum worlds. Their optimization has a
significant impact on the overall computational efficiency of

such systems, and their optimization deserves the attention of
quantum computing researchers.

Implementation of Grover’s algorithm for the application
discussed in this paper appears to be feasible in the close
future. The ϵ-capacity of spatial channels for the examples
discussed in this paper ranges from a few tens of bits to around
one hundred, making the required number of qubits manage-
able. In the literature, there are examples of implementing
Grover’s algorithm on actual quantum computers with a small
number of qubits since 2017 [55]. Furthermore, as of 2022,
a 433-qubit quantum processor (IBM Osprey) is currently
operational, and by the end of 2025, IBM Quantum System
2 is expected to have over 4000 qubits.

However, the scalability of the Grover algorithm is not a
straightforward task as it depends not only on the number of
qubits but also on their quality, which is limited by the deco-
herence phenomenon. Additionally, implementing the oracle
also has a significant impact on the actual implementation of
the Grover’s algorithm.

In order to analyze classical and quantum mixed systems,
it is necessary to have a consistent mathematical framework.
In this paper, a considerable effort has been made to achieve
such a framework both mathematically and conceptually,
by using operators to describe the transformations of the
electromagnetic field, which is of interest in the classical
world, and qubits in the quantum world.

Viewed from this unified mathematical perspective, the
proposed method can be summarized quite simply. It cap-
italizes on the fact that classical fields do not collapse into
a single singular function, generating a large number of dis-
tinguishable field states at the receiver, each corresponding
to a different code word. Additionally, it leverages the fact
that the quantum wave function represents a superposition of
all eigenstates simultaneously, enabling rapid identification
of the transmitted code word.

In conclusion, this article examines the fundamental con-
cept of EPDs and presents some numerical results on static
EPDs. Dynamic EPDs, for which higher potential perfor-
mance is expect, will be object of research in the future, This
article also explores the combination of classical and quan-
tum physics in communication. One critical consideration is
where to draw the boundary between classical and quantum
systems in practical applications. In this paper this boundary
is placed at the signal’s reception with quantum systems
solely used for optimal receiving. However, there is potential
to shift this boundary by incorporating quantum sensing in
signal reception or leveraging entanglement in information
transmission. The fusion of classical and quantum computing
represents an exciting new frontier in research.

APPENDIX. A SIMPLE EXAMPLE OF IMPLEMENTATION
OF GROVER’s ALGORITHM
To give a simple example of how the GQSA can be imple-
mented in quantum computers, suppose that Cϵ = 2, i.e.,
N = 4, and the received signal belongs to the ϵ-sphere whose
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FIGURE 14. Grover algorithm in case of
∣∣11

〉
goal state. Upper figure:

steps of the algorithm. Lower figure: implementation using quantum
gates. H is the Hadamard gate. The Controlled-Z gate (CZGate) is
represented by the the two small dots connected by a vertical line. Z is
the Z gate. M is measurement circuit. The quantum circuit has been
obtained using Quiskit Grover class [56].

index is k = 3. The 4 possible ϵ-spheres are encoded in
4 eigenstates: |00⟩ , |01⟩ , |10⟩ , |11⟩. The goal state is |11⟩.

The state at beginning of the procedure is (Fig. 14 (a) ) [33]:

|s⟩ =

(
|0⟩ + |1⟩

√
2

)
⊗

(
|0⟩ + |1⟩

√
2

)
=

1
2
(|00⟩ + |01⟩ + |10⟩ + |11⟩)

(wherein ⊗ is the Kroneker product), while
∣∣11⊥

〉
, given by

the superposition of all the eigenstates but the goal eigenstate,
is: ∣∣∣11⊥

〉
=

1
√
3
(|00⟩ + |01⟩ + |10⟩)

With reference to Fig. 14 (a), the projection of |s⟩ onto the
goal state |11⟩ is 1/2, and the angle θ/2 is equal to π/6. The
probability that the |s⟩ collapses in |11⟩ is the square of the
projection, i.e. 1/4.

Application of the oracle operator gives (Fig. 14 (b)) [33]:

|ψ⟩ = U11 |s⟩ =
1
2
(|00⟩ + |01⟩ + |10⟩ − |11⟩)

Finally, application of the diffusion operator rotates |ψ⟩ of
2θ . Consequently, the angle of |ψ1⟩ is π/6+π/3 = π/2, and
the superposition of states collapses in |11⟩ in only one step
with 100% probability (Fig. 14 (c)).
Quantum gates admit a representation in terms of unitary

matrices, while the states |00⟩, |01⟩, |10⟩ and |11⟩ are repre-
sented in terms of column vectors [1000]T , [0100]T , [0010]T ,

TABLE 3. Truth table of quantum gates involved in the Grover’s circuit
and matrix representation of the gate [57].

[0001]T , where the superscript T stands for the transpose of
the vector. Consequently, n qubits are associated to N = 2n-
entries vectors.

Fig. 14 (lower figure) shows the quantum circuit imple-
menting the algorithm above outlined. The circuit involves
three different quantum gates [57] (see Table 3): the
Hadamard gate (H), the Z gate and the Controlled-Z gate, that
applies a Z-gate to the second qubit if the first qubit is in the
state |1⟩.

The system is posed in a uniform state superposition using
Hadamard gates, that transform the pure |00⟩ state

a0 =


1
0
0
0


in the uniformly mixed state [57]

a1 = (H ⊗ H ) a0 =
1
2


1
1
1
1


The oracol operator U11:

U11 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1


is implemented by a Controlled-Z Gate [57], obtaining:

a2 = (CZ ) a1 =
1
2


1
1
1

−1


The diffuser s implemented by an Hadamard gate followed

by a Z -gate, a Controlled zeta gate and a Hadarad gate,
obtaining the goal state:

a3 = (H ⊗ H )(CZ )(Z ⊗ Z )(H ⊗ H ) =


0
0
0
1


The circuit is described in many books and in the Quiskit

web site [56], [57], to which the interested reader can refer to
obtain detailed information on the circuit. The algorithm can
also be executed on real quantum computers [36].
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