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Abstract

Circular data arise as directions, rotations, axes, clock, or calendar measurements. Ap-
plications are found in industry, envirometrics, Earth sciences and many other fields. De-
tecting outliers is an important problem that has been studied in several research areas. In
this study, an outlier identification procedure for circular data is suggested. The proposed
method is based on robust estimates of distribution parameters on the circle and it is illus-
trated through two real data examples.

Keywords: angles, directions, Ko estimator, outliers, robust statistics.

1. Introduction

A circular observation lies on the circumference of the unit circle and it can be described in polar
coordinates by an angle ϕ ∈ [−π, π) or [0, 2π) measured in a specified direction from a specified origin,
as well as in Cartesian coordinates through the vector x = (cosϕ, sinϕ)T for which ||x|| = 1. Circular
data arise in many fields such as in Earth sciences (5), biology (20), bioinformatics (16) and also in
industry (11). Books covering many aspects of circular data are available within the literature (15; 23).

When dealing with circular data, as with any kind of data analysis, outlying observations or anoma-
lies may influence the main findings and conclusions. They can also reveal unexpected patterns in the
data.

Outliers can be defined as observations that are different from the majority. These outlying obser-
vations may occur due to copying or recording errors, they could have been recorded under exceptional
circumstances, or they simply come from another population.

Detecting these anomalous cases can be thus essential. However, numerous difficulties can arise
while performing this task. In practice, as it will be discussed shortly, we found that the available tech-
niques may be not as effective as they should be. Particularly, outliers may not be detected, a notorious
effect called masking, or some good observations might be flagged as outliers (which is known as the
swamping effect). To avoid these effects, a potentially useful approach is to rely on robust statistical
procedures, and this work is aimed at investigating this perspective.

The paper is organized as follows. Section 2. provides a review on outlier detection techniques on
the circle, while Section 3. describes the robust anomaly detection technique. Finally, in Section 4., two
real data examples are used in order to illustrate the proposed methodology.

2. Outlier Detection on the Circle

Within the literature, several tools have been considered to detect outliers in circular data. One option
is to detect outliers by deletion. That is, one or more points are deleted, the analysis is performed without
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them, the deleted points are then somehow compared with the obtained results. Within this context,
many techniques have been made available. For instance, a statistic that identifies an observation as an
outlier if it appears as the most influential observation on the mean resultant length has been proposed
(14). Four tests of discordancy for outlier detection have been described and compared in (6). These
techniques can be only used for small sample sizes and to detect a single outlier. A discussion on outlier
detection on the circle has been also provided in textbooks (7; 15) where the proposal of (6; 14) has been
considered.

An outlier detection rule based on the locally most powerful invariant statistic and the likelihood ratio
test has been introduced in (21) under the assumption that the data follow a von Mises distribution. They
compared their proposed method with the ones in (6; 14). However, their method relies on assuming that
the concentration parameter is known.

Unfortunately, outlier detection techniques by deletion suffer from the masking effect. That is, an
outlier is undetected because of the presence of another adjacent anomalous observation.

More recently, a series of new statistical tests for anomaly detection in circular data, based on a
circular distance (3; 12), the sums of these distances (2) and on the spacings theory (17) have been
introduced and compared with existing techniques. Nevertheless, each of these techniques has some
limits. The procedures in (2; 3) are able to detect only single outliers, while the cutoff value for the one
in (12; 17) is obtained through simulations under a specific data model. Additionally, the detection rule
in (17) imposes that multiple outliers are well separated from the rest of the data.

Other authors discussed how to identify outliers in multivariate directional settings (i.e., when data
lie on a sphere or on a torus) (1; 8; 24). Although these methodologies can be adapted to the circular
case, no specific study is available along this direction.

Alternatively, robust statistical techniques can be used. However, this concept have been only consid-
ered in (4) or within the context of circular regression (19). In (4), the weighted likelihood and minimum
disparity methods are extended to the circular case under the von Mises distribution assumption. Their
proposal is rather complex to be applied and it strongly depends on the choice of a bandwidth and of a
certain α parameter.

3. Robust Anomaly Detection

Anomaly detection is a task strongly related to the idea of robust statistics. Outliers can be detected
by fitting the majority of the data and flagging as potential outliers the observations that deviate from it
(22).

Robust procedures assume that the majority of the data (that are supposed to be clean) follows a
specific probability distribution (9). For instance, for data on a line, the data are assumed to follow the
Normal probability density function with unknown mean and standard deviation. Under this assumption,
the location and dispersion parameters of the distribution are estimated in a robust way, and a cutoff
threshold is identified in order to recognize and discard potential outliers. As cutoff, the quantile of the
assumed distribution is typically considered.

For Normal data, thus, an observation xi will be flagged as outlier if

xi−µ̂
σ̂ < Φ−1(1− α/2),

where µ̂ and σ̂ are some robust estimates of the corresponding parameters, and Φ is the standard Normal
cumulative distribution function (cdf).

Within the circular domain, we apply this same procedure and we assume data come from the von
Mises distribution. The von Mises distribution is the most used distribution to model circular data, and
its circular density is given by:

h(ϕ;µ, κ) :=
1

2πI0(κ)
exp(κ cos(ϕ− µ)), (1)

with I0 the modified Bessel function of the first kind and of order 0, and where µ is a location parameter
and κ ≥ 0 is the concentration parameter. For κ = 0, the distribution reduces to the uniform distribution
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on the circle. When κ > 0, the distribution is symmetric around µ, which is both the directional mean
and median of the distribution.

In our setting, we also assume κ > 0. This is because (a) under uniformity on the circle it would be
odd to find points that ”deviate from the majority of the data”, and (b) in such a case the parameter µ is
undefined.

Under this model, robust anomaly detection will be performed by first robustly estimating µ and κ.
Then, the (shortest arc) distance of each observed angle ϕi from the estimated µ will be computed, and
then compared with a cutoff value cα(κ), α > 0. The value of α will be set by the analyst, keeping in
mind that it represents the expected proportion of the points that will be flagged as outliers while actually
they are not.

The cutoff value cα(κ) will be the 1−α/2 quantile direction of a von Mises distribution centered in
µ = 0. It will be thus obtained by solving the equation:

∫ cα(κ)
0

1
2πI0(κ)

exp(κ cos(ϕ))dϕ = (1− α/2).
Hence, in practice, a circular observation ϕi will be flagged as potential outlier/anomalous data if

d(ϕi, µ̂) > cα(κ̂), (2)

where d(ϕi, ϕj) := π − |π − |ϕi − ϕj || is the length of the shortest arc joining ϕi with ϕj .
Robust estimators of µ and κ must be adopted in Equation 2 in order to get an effective anomaly

detection rule. This will guarantee protection against the masking effect, while the level of swapping
will be controlled by the chosen value of α.

Within this work, as robust estimators of µ and κ, we suggest to use the Fisher circular median and the
simple concentration estimator discussed in (10), respectively. The first is defined as the point minimizing
the shortest arc distances of the sampled observations from it. That is, let C = {ϕ1, .., ϕi, .., ϕn} be a
circular data set. Its Fisher median is given by:

µ̂ := argmin
η∈S

n∑
i=1

d(ϕi, η)). (3)

The robust estimator of the concentration parameter described in (10) is instead given by

κ̂ = (Φ−1(0.75)/CMAD(C))2, (4)

where CMAD(C) is the circular median absolute deviation of the set C, this latter being the median of
the shortest arc distances of the observed values ϕi from µ̂.

At the end, as a peculiar property of data on the circle, we note that the minimization problem in
Equation 3 can result in a disconnected set of values (if the set is connected, the median will be given by
its central point). Should this unlikely event occur, a different robust estimator of the location parameter
µ must be adopted (e.g. the circular trimmed mean estimator).

4. Illustrative Examples

For illustrative purposes, the anomaly detection procedure proposed in Section 3. is here applied
to two real data sets. The first is the well-known Sardinian sea stars while the second is related to an
industrial application, and it considers some wind directions.

4..1 Sea stars
The Sea stars data was provided by (7) and it is available within the library circular in R. It refers to
the resultant directions in degrees moved by 22 Sardinian sea stars over a period of 11 days after their
displacement from their natural habitat. We transform the given angles from degrees to radians, and we
consider that 0 radians is the North pole and the rotation is clockwise.

The data are plotted in Figure 1. According to (7), the 13th and 14th observations (2.565 and 5.201
radians) are outliers. In fact, these values emerge as far-out values with respect to the the majority of the
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data. The sample circular median of the data is µ̂ = 0.040 radians and it is shown by the black arrow
in Figure 1 (left and right panels) while the corresponding estimator of the concentration parameter
κ̂ = 6.942. Then, we compute the cutoff threshold at a level α = 0.01 (which turns out to be equal
to 0.936 radians), and the shortest arc distances between each data point and the circular median. By
comparing the computed distances with the threshold, observations 13 and 14 are flagged as outliers
(Figure 1, right panel, highlighted in red).

Figure 1: Resultant directions moved by Sardinian sea stars over a period of 11 days after
displacement from their natural habitat. Raw data circular plots: the black arrow shows the
sample circular median direction (left), outliers are flagged in red (right).

4..2 Wind directions
The modeling and the monitoring of wind directions play an important role in the industry of wind power
generation (18). The data comes from the recording of wind directions from the meteorological station
at ”Col de la Roa” in the Italian Alps via data-logger every 15 minutes. Daily recorded wind directions
between 3:00 am and 4:00 am inclusive from January 29, 2001 to March 31, 2001 are considered.
Accordingly, there are five directions recorded every day leading to a total of 310 measurements (in
radians). The data are also available within the R package circular.

These wind directions have a sample circular median µ̂ = 0.165 radians and an estimate of the
concentration κ̂ = 3.848. The associated cutoff value at α = 0.01 is given by 1.351 radians. The wind
directions are depicted in Figure 2 (left panel) and their circular median is drawn by the black arrow.
By evaluating the shortest arc distances between each point and the median, and comparing them to
the threshold, outliers are flagged (Figure 2, right panel). We found sub-populations of outliers located
around the East-Southeast, Southeast, South and West directions.

The same data example was considered in (4), where the presence of sub-populations of outliers
located around the East-Southeast, Southeast and South directions was visually inferred by means of a
non parametric density estimator.
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