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Chapter 1

Introduction

The sustainable development of the planet is one of the widely discussed

topics on the United Nations table: issues like protecting the environment

and the rights and health of humanity are among the 17 goals of the 2030

Agenda [1]. It is a single-action programme that aims to use all forces at

play to accept and win sustainable world challenges. Nothing and no one

can be left behind in a world experiencing rapid digitisation and techno-

logical development. Technology should not dominate humanity, but be an

innovative tool used intelligently to improve its life and that of the Earth.

The goals under discussion include a focus on safeguarding the health and

wellness of all and for all. This becomes the ground for boosting the already

ongoing process of health digitisation also known as E-Health. In particu-

lar, it is a process involving networked resources, solutions and information

technology applied to health and healthcare, to promote the prevention,

diagnosis and monitoring of diseases and reduce bureaucratic processes by

improving the accessibility of healthcare facilities [2].

E-health is a recent application field and requires medical and engineer-

ing expertise aiming at a common vision: a new concept of medicine and

an easiness of interaction among patient, doctor and medical facilities.

Areas of interest are plentiful: electronic medical records, wearable sen-

sors, remote assistance devices, and robotic or automated systems for the
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Introduction

administration of medical care or treatment.

These can play a crucial role in removing travel-related barriers in health-

care facilities and allowing personalised predictive diagnoses.

In this context, the development and consolidation of telemedicine sys-

tems are gaining wide interest and deployment in a rapidly ageing world.

According to the World Health Organisation (WHO), the combination of

declining birth rates and increasing life expectancy will result in one in six

people being over 60 by 2030 [3]. Telemedicine can make healthcare eas-

ier and more available to all [4], as doctors can provide healthcare services

remotely using information and communication technology (ICT) [5] (e.g.

using video conferencing, medical imaging). A decisive boost to the spread

of telemedicine was also provided by the COVID-19 pandemic when people

in many countries were forced into isolation and social distancing. This

also restricted recurrent monitoring, as in the case of diabetes patients [6],

the possibility of access to rehabilitation facilities [7], and the monitoring of

disease onset or progression. An integrated networked service system would

allow doctors not only to monitor clinical parameters and the progress of

customised treatment plans remotely or in real-time, but also to reduce geo-

graphical distances to specialised structures, reducing crowding and queues

in hospitals [8]. One area where telemedicine is widely applied and rapidly

developing is Neurodegenerative Disease (NDD) field. As life expectancy

increases, the number of people affected by NDDs rises as well. Currently,

NDDs affect more than 30 million people worldwide, the largest percentage

is represented by the over-60 population. Among the most prevalent NDDs,

are Alzheimer’s disease (AD), Parkinson’s disease (PD), and Amyotrophic

Lateral Sclerosis (ALS) [9]: all of them are characterised by a continuous

decline in cognitive and/or motor functions.

Particularly, Parkinson’s is one of the most common disorders and it

especially affects the aged population. PD is characterised by non-motor

symptoms such as sensory disorders, cognitive impairment, mood distur-

bances, and motor symptoms like a Freezing of Gait, different types of

2



tremor, bradykinesia, rigidity, and dyskinesia [10].

At present, to make a diagnosis neurologists administer motor tasks and,

based on the obtained results, assign a score according to a standardised

Unified Parkinson’s Disease Rating Scale (UPDRS) [11] and to assess the

disease progression they use Hoehn and Yahr (HY) scale [12]. Classical

diagnostic methods have a subjective component that could lead to misdi-

agnoses, especially in the early stages of the disease, when symptoms are

mild and not always visible. In addition to clinical examinations, it is possi-

ble to perform more in-depth analyses such as magnetic resonance imaging,

computed tomography and genetic tests, which are often expensive and lim-

ited to a few centres distributed throughout the territory, which make use

of high-performance machines. Furthermore, patients have routine check-

ups by attending specialised medical centres, which constitutes a stressful

activity. For these reasons, telemedicine systems and the development of

a precision medicine approach could be essential in ensuring monitoring

and medical care, reducing stress and travel difficulties for patients and

caregivers and associated technologies could give objective diagnoses more

cheaply. To have continuous monitoring and obtain remote data, objective

methods and suitable instrumentation are needed. Devices already used in

these applications are wearable, mini-invasive, accurate, low-cost, and easy

to use by the patient in autonomous or semi-autonomous modes. As con-

cerns the measuring devices for motor symptoms, some different sensors and

techniques can be used to detect and capture human movements.

In this scenario, combining technical skills and medical expertise to make

healthcare easier and available to everyone [4] becomes challenging.

Based on the motivations and requirements addressed in this chapter,

this thesis proposes the design and development of an automatic measure-

ment system capable of monitoring and acquiring information on neuromo-

tor deficits and the implementation of data analysis algorithms to derive

disease severity indices and adherence to pharmacological treatment. The

proposal is divided into 3 main steps:

3



Introduction

i) Identification and comparison of accurate, easily integrated, non-invasive

compact measuring devices to acquire reliable information on human

movement. Analysis of metrological performance and Identification of

the minimum characteristics these devices must have to perform well

in the chosen field of application, are fundamental tasks.

ii) Development and implementation of specific algorithms to analyse

time series of raw data and derive motion information. The adopted

algorithms must be generalisable and applicable not only to a medical

context but also to a sports one.

iii) Application and review of points (i) and (ii) to real-life case studies:

characterisation and classification of pathological movements in the

medical field, analysis of medication adherence in people with Parkin-

son’s disease, analysis of coordination abilities in the sports field.

This study paves the way for the realisation of digital architecture ca-

pable of objectively evaluating data acquired in real-time during normal

daily life activities. The idea is to converge in the future to a multipurpose

automatic measurement system to be used in many different contexts and

enforce the E-health development.

4



Chapter 2

State of the art

In recent decades, life expectancy has increased due to improvements in

health care and treatment. However, the ageing of the population will have

a significant impact on the socio-economic structure of society in terms of

social welfare and healthcare needs. New strategies and technologies need

to be developed to meet the growing demand for health care and services

in a way that is accessible to all and affordable. Remote monitoring can be

a concrete answer to these needs: in recent years, scientific interest in this

topic has grown in the medical [5] and sporting fields [13]. This monitoring

idea allows data acquired during normal daily activities to be obtained and

gives specialised staff continuous control over the health status of patients

or athletes, depending on the application. To get remote data to allow

medical staff to have continuous monitoring of patients or healthy people,

objective methods and suitable instrumentation are needed. Monitoring

devices should be accurate, mini-invasive, and easy to wear or adopt in

autonomous or semi-autonomous modes. As concerns the measuring devices

for motor symptoms, there are different sensors and techniques that can be

used to capture human movements. Firstly, optical measurements [14] are

widely used for the advancements in image processing and their easiness

of use. In NDD applications, for example, the leap motion system is used
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in [15] to detect upper limb motor skills in Parkinson’s disease. In another

work [16], the authors describe how markerless depth camera systems can

be used to estimate upper-limb joint angles accurately. It is shown how,

compared to reference methods, correlation coefficients around 0.99 can

be obtained. The depth camera system has economic and easy to use in

movement detection applications, but it presents occlusion issues during

upper limbs’ joint movement or their possible field-of-view sudden exit [14].

Another research work proposed a magnetic, low-cost, and scalable sys-

tem to monitor the evolution of PD [12]. In particular, the system focused

on two parameters: tremor and hands trajectory, and an anchored mag-

netic measuring system are used to assess the position of the hand in a 3D

limited space and a single accelerometer, with a sampling frequency of 100

Hz to detect tremor. In this application, the space to perform movements

is reduced to the size of the measurement domain.

In order to simplify the measurement system and converge towards sim-

pler hardware solutions, the usage of wearable sensors [17] could be a viable

solution. The smaller and simpler the adopted sensors, the heavier and

more complex the processing algorithms to get movement recognition. The

small sizes of these devices allow integrating them into clothing, watches or

contact lenses [18], so the people’s vital signs, during normal daily activi-

ties, can be constantly monitored in a non-invasive way. These devices and

their integration enable the development of a telemedicine and telehealth

approach. Wearable sensors guarantee a continuous and objective measure-

ment of movement, overcoming the limitations found in classical diagnostic

methods used for movement assessment. For example, in the sports field

tapping test (TT) is used for evaluating coordination abilities [19]: the sub-

ject is asked to perform the exercise by doing as many taps as possible.

The number of taps is counted by an operator observing the test. This

evaluation can be influenced by subjective components. To try to overcome

this limitation in work [20], the use of wearable sensors for the objective as-

sessment of the TT was introduced. In particular, the authors demonstrate
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how reliable results can be obtained by combining wearable technology and

specific algorithms. Cameras combined with wearable sensors can also be

used to identify movements during sports activities such as football. In

the paper [21], it is shown how this measurement system can be developed

to extrapolate information during a football training session, in particular

features such as ball-foot impact, end of the kick, and lending of kick leg.

The first measurement set-up to test the system and the algorithm was

performed in a controlled environment. Wearable sensors are also widely

used to assess pathological movements in people with neurodegenerative

diseases. Currently, the diagnosis is carried out by neurologists, who ad-

minister motor tasks and, on the basis of the obtained performance, assign

scores according to the standardized scale UPDRS (Unified Parkinson’s Dis-

ease Rating Scale); to evaluate the progression of the disease the Hoehn and

Yahr (HY) scale is used [22]. In [23], the percentage of misdiagnosis in the

case of atypical Parkinsonian symptoms and essential tremor is assessed to

be approximately 25%.

Therefore, it becomes valuable to find a device that can obtain objec-

tive and accurate measurements of movement and help specialists in motor

assessment, physical activities as well as in the diagnosis of movement disor-

ders. One promising solution is represented by Inertial Measurement Units

(IMUs), whose typical equipment is made up of a multi-axis accelerometer, a

multi-axis gyroscope and a multi-axis magnetometer. Such sensors are capa-

ble of acquiring information about acceleration and angular velocity which

could be used to estimate the orientation. Inertial devices are generally low

cost, networked, low power, and provide quite accurate measurements for

monitoring and managing the pathology. In the field of human body motion

capture, inertial sensors are the most widely adopted. The rapidity with

which sensor technology advances makes their use suitable for the objective

measurement of parameters that well describe human movement. In par-

ticular, these devices have been used for the detection and diagnosis of PD.

For example, authors in this work [24] used inertial sensors to acquire data
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during activities such as walking and tapping; thanks to the development

of specific data analysis techniques, they were able to identify PD with an

accuracy of 62%. Result that can grow by improving the algorithms or

identifying other sensors. These technologies also represent a valuable tool

for monitoring older adults, e.g. in the review [25] it can be observed how

wearable sensors can be adopted to make fall detection or fall risk detection

in elderly persons. It is emphasised that for each application, the choice

of device, the positioning, the choice of measurement parameters and the

development of the analysis process are important. For fall risk, the sensors

most widely used in the literature are accelerometric sensors placed in the

lower back.

Hence, while remote telemedicine is already spreading widely, the search

for discriminating, sensitive and specific algorithms to obtain health status

from raw data is still ongoing. In this direction, wearable sensors and ar-

tificial intelligence can represent an interesting solution for the objective

and quantitative evaluation of body movement. These issues are widely

addressed in the literature, and so there are different measurement systems

used to capture and classify motion. As an example, in [26], the authors

presented the results of a pilot study to evaluate the possibility of using

accelerometer data, acquired with a sampling rate of 100 Hz, and a cam-

era to video record movement activity, to find and study motor complica-

tions in patients with PD. They used a Support Vector Machine (SVM)

classifier to estimate the severity of tremor, bradykinesia, and dyskinesia

from accelerometer data. Another application is described in [27], where

the authors want to distinguish PD tremor from Essential tremor. They

used six Inertial Measurement Units (IMUs) placed on several patient’s

body parts and, for the classification, they implemented different machine

learning algorithms, i.e. neural networks, SVM, k-nearest neighbour, deci-

sion tree, random forest, and gradient boosting; the best performance was

obtained with SVM technique achieving 89% accuracy. Papadopoulos et

al. [28] focused their work on the problem of automatically detecting PD
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tremors from IMU data collected in the wild via a smartphone. They in-

troduced a new dataset of accelerometer recordings from both PD patients

and healthy subjects, captured outside laboratory conditions. To acquire

tremor annotations for each user, they used the widely recognized Unified

Parkinson’s disease rating scale (UPDRS) [11]. Their method operates on

accelerometer signals only during phone call events and the authors used a

Multiple-Instance Learning approach for movement disorders classification.

The sampling rate used to acquire the data depends on the mobile phone

used by the individual subjects. In the aforementioned works, the authors

used different machine learning algorithms to classify PD movement dis-

orders: to perform accurate tests, it is always necessary to collect enough

data in different operating conditions. Therefore, the involved patients have

to repeat the required tasks more than once on different days, at home or

in a clinical environment [29], so it takes time before a validated dataset

is created. Artificial intelligence algorithms combined with inertial sensors

are also applied for the recognition of activities in everyday life and sports.

In particular, in the work [30] a measurement system characterised by five

IMUs placed in different parts of the body is used. The aim is to train neural

networks for the recognition of activities such as sitting, standing, descend-

ing stairs, running, walking, jumping, etc. The authors demonstrate how

comparing different deep learning models yields performance over 95%. The

analysis and processing of the data acquired by the sensors represent two

important steps in the measurement process. In addition to the implementa-

tion and training of artificial intelligence algorithms, a valuable contribution

in the field of motion detection is also made by the development of specific

algorithms able to extract information characterising motion. In the pa-

per [31] the authors validate an algorithm for step detection, in particular,

they develop an algorithm based on continuous wavelet transform (cwt).

The aim of this study was therefore to validate an acceleration-based gait

detection algorithm for PD patients and older adults in both laboratory and

home environments.
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Wearable sensors and data analysis techniques can also be valuable mea-

surement systems in remote monitoring applications. Particularly, inertial

measurement units (IMUs) paired with other devices, such as smartphones

and smartwatches, can provide information on the participant’s habitual be-

haviour and context (e.g. indoor or outdoor) [32]. For example, in the case

of patients with NDD, real-time monitoring can help to check for patho-

logical movements and objectively track medication intake time (e.g. via a

smartwatch) [33]. Besides monitoring of ageing and age-related conditions

like PD, inertial sensor can be used to assess the presence of motor fluc-

tuations related to medication [34]. The authors in [35] aimed to identify

medication ON and OFF states by analyzing acceleration and angular ve-

locity signals acquired by two sensors placed on the knee and ankle of people

with PD, during various activities of daily living. To classify the two states,

a Long Short-Term Memory network (LSTM) was trained, achieving 73-

77% accuracy. In [36], the authors analyze the acceleration signals acquired

from a wrist sensor in a free-living environment. A Convolution Neural

Network (CNN) was implemented to classify the ’ON’, ’OFF’ and ’DYSKI-

NESIA’ states and results showed that the three states were identified with

an accuracy of 65.4%. Even in sports, real-time monitoring with wearable

sensors can also provide athletes with real-time feedback on the techniques

used in their respective sports, thus helping them to perform efficiently. In

this article [37], authors review the key technologies (IMU sensors, com-

munication technology, data fusion and data analysis techniques) used in

this type of application. A study of the literature shows how the spread of

wearable technologies and data analysis algorithms has involved not only

applications of the sporting field but also those of medical interest, to iden-

tify measurement tools capable of providing objective information on human

movement. The motivation behind the development of this thesis lies in the

idea of designing and developing an automatic measurement system charac-

terised by a network of sensors and algorithms that is non-invasive, low-cost

and capable of measuring movement by providing synthetic indices that give
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quantitative information. The challenge is to achieve a measurement system

that is flexible, and reliable and combines new sensor technologies and data

analysis techniques that are also suitable for remote or real-time monitoring.
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Chapter 3

Inertial Measurement Unit

Simulator

Recently, there has been a growing need for wearable devices to detect body

movement objectively. These devices are widely used for monitoring move-

ment disorders in patients with NDDs [38] and for analysing and controlling

movement during sports training [37]. The detection analysis of NDDs by

means of low-cost sensors and suitable classification algorithms is a key

point of the widely spreading telemedicine techniques. The choice of suit-

able sensors and the tuning of analysis algorithms require a large amount of

data, which could be derived from a wide experimental measurement cam-

paign involving voluntary patients. This process requires a prior approval

phase for the processing and the use of sensitive data in order to respect

patient privacy and ethical aspects. An alternative consists of structuring,

implementing, validating, and adopting a software simulator, especially for

the initial stage of the research. To this aim, this chapter proposes the

development, validation, and usage of a software simulator able to generate

movement disorders-related data, both for healthy and pathological condi-

tions. The study focuses on a specific case, i.e. Parkinson’s disease-related

tremor, one of the main disorders of the homonym pathology.
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3.1 The research motivation

3.1 The research motivation

To have large amounts of data, it is necessary to involve people who are

willing to take part in specific experimental campaigns. To optimize the

algorithm development, a large amount of data is generally needed: it could

be obtained from a large campaign of experimental measurements involving

volunteer patients, although it is not always easy to implement [39]. A

possible solution could be to use data that is available publicly, but in this

case, the data generation process has already been performed and very often

the available information is not sufficient for a complete analysis. To try to

overcome these limitations, the development and validation of a pathological

motor pathology simulator able to generate motion and tremor data fully

compliant with real measurements made by IMU devices was proposed. The

ability to select the sensor capacity, metrological characteristics and noise

contribution, as well as the resolution of the sensing system and the type of

motor pathology to be simulated, makes the developed simulator a widely

applicable tool, as it allows algorithms to be characterised with an arbitrary

level of measurement data quality and to generate data for a customisable

time period, avoiding the limitations inherent in already available datasets.

The aims that encouraged the simulator’s development were several:

• the development of a widely-applicable simulator having a two-fold

purpose, consisting of replicating the metrological features of several

IMU devices and adding signal features to acceleration and angular

velocity data to create pathological conditions in terms of movement

disorders;

• a classification performance assessment which considers measuring de-

vice features as variable parameters instead of classical machine learn-

ing hyper-parameter optimization; accordingly, the simulator allows

engineers to choose their favourite trade-off combination between de-

vice cost (and related measurement performance) and classification
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accuracy;

• the building of arbitrarily large datasets, eventually composed of hy-

brid data, i.e. mixing different measuring devices and obtaining a

balanced and cost-effective set-up to propose for physical deployment.

3.2 The proposed software tool architecture

Figure 3.1 shows the block diagram of the movement disorder simulator.

Three inputs are required to generate pathological movements: IMU char-

acteristics, real inertial data related to a specific trajectory, and pathology

characteristics. In the first case, once the real device to be simulated has

been identified (in this case, a nine-axis IMU), it is necessary to define the

metrological characteristics of the simulated sensor. For this, it is necessary

to set parameters related to i) hardware characteristics, ii) noise, and iii)

environmental factors [40].

DEFINITION OF IMU
CHARACTERISTICS  

MOVEMENT DISORDER SIMULATOR

REAL BASELINE 
TRAJECTORY 

PATHOLOGY
CHARACTERISTICS 

SIMULATED PATHOLOGICAL
INERTIAL DATA 

Figure 3.1: The Block Diagram Simulator [39]

With regard to the i) category, several parameters can be defined:
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• the vertical resolution of the analog-to-digital converter (rADC), which

influences the digitisation process of the acquired data;

• the axis misalignment value for the three-axis IMU considered (aMIS);

• the constant bias value (bV AL), which influences all measurements

by altering their average value and which is generally attributable to

hardware defects.

As far as ii) category is concerned, the sensor measurements could also be

affected by several random noises (rndNOISE):

• white noise;

• random walk, i.e. the amount of Brownian noise;

• bias instability, which concerns the level of pink or flicker noise in the

measurement.

The simulator makes it possible to define which subset of them should be

used to take into account the metrological performance of the considered

sensor.

Finally, with regard to the effects of the environment (third category), the

following quantities can be set:

• bias temperature (bTEMP ), defined as the difference from the prede-

fined operating temperature;

• temperature scaling factor (sfTEMP ), which considers the error due

to variations in the operating temperature.

IMUMODEL = f(rADC , aMIS , bV AL, rndNOISE , bTEMP , sfTEMP ); (3.1)
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In eq. 3.1, the function f , taking as input the aforementioned parameters,

provides a model (IMUMODEL), needed to perturb the nominal trajectory.

At this stage, the real baseline trajectory has to be considered. Accord-

ingly, two possible solutions are theoretically available: acquire such data

from the field or generate them digitally. In the case of trajectory genera-

tion, eq. 3.2 has to be considered. It deals with imposed coordinates and

orientation (subscript ”q” stands for ”quaternion” values) and the found

IMU model. The second solution is more general since it allows generat-

ing data considering whatever IMU model where the information required

by eq. 3.1 is available. As regards the first solution, adopted in the paper

for the experimental validation, it is strictly important that the acquisition

from the field is performed with a reference IMU, i.e. a device that has far

better metrological performance than the ones it is needed to simulate. In

this way, the acquired trajectory can be assumed as ideal.

T (t) = g(x⃗, y⃗, z⃗, x⃗q, y⃗q, z⃗q, w⃗q, IMUMODEL); (3.2)

Finally, having identified the pathology to be simulated, it is necessary

to provide a mathematical description of the main objective motor effects

provoked by the pathology, to be used as baseline trajectory perturbation.

p(t) = h(fr, a, T, n); (3.3)

Applying eq. 3.3, it is possible to get the perturbed and pathological

trajectory. The parameters of the h-function are: frequencies (fr), ampli-

tudes (a), perturbed trajectory (T ), and eventual adding noise sources (n)

that could be defined by the pathology itself.

The simulator output, outputting IMU typical quantities, is character-

ized by simulated pathological inertial data, expressed as a 9-axis matrix,

containing acceleration, angular velocity, and magnetic field as time-domain

profiles.
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To implement the h-function, it was necessary to consult and study the

literature on movement disorders in Parkinson’s disease. For example, in

works [41, 42], the characteristics of tremor in terms of typical frequency

ranges, typical energy in the frequency domain and accelerometer waveforms

during a tremor event were consolidated.

3.3 Measurement Set-Up

In this application, the proposed simulator is specifically employed to repro-

duce inertial data characterizing PD, particularly tremors occurring in the

upper limbs during a linear trajectory in a 3D space. A validation procedure

is carried out to evaluate its suitability to faithfully generate IMU data in

nominal conditions, i.e. without the disease effects by comparing generated

data with real ones.

Two different sensors are used for the evaluation:

• SBG Ellipse-E (SBG) made by SBG Systems company (Figure 3.2

a) [43];

• MetaMotionR (MMR) made by mbientlab company (Figure 3.2 b) [44].

Figure 3.2: IMU devices used for validation: (a)
SBG Ellipse-E; (b) MetaMotionR

Regarding the SBG Ellipse-E [43], it is a compact device with a high-

performance Inertial Navigation System (INS). It includes a MEMS-based

IMU and runs an enhanced Extended Kalman Filter (EKF), that fuses iner-

tial and aiding information in order to obtain accurate real-time orientation
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and navigation data. It is capable to supply data in output with a maximum

frequency of 1000 Hz [43]. The other considered sensor is the MetaMotionR

(MMR) [44], which is a wearable device capable to offer real-time and con-

tinuous monitoring of motion and environmental sensor data. In this case,

the maximum frequency of data output is 100 Hz. It is widely used for sci-

entific studies on patients in clinical settings. Each sensor has an onboard

tri-axis accelerometer, a gyroscope, and a magnetometer with a 16-bit A/D

converter. Table 3.1 shows the measurement parameters used to set the

devices.

Table 3.1: Sensors’ main parameters

SBG Ellipse-E MetaMotionR

Sample Rate 1000 Hz 100 Hz

Resolution 16bit 16bit

Accelerometer Range ±16g ±16g

Gyroscope Range ± 1000°/s ± 2000°/s
Accelerometer
Noise Density

57 µg/
√
Hz 180 µg/

√
Hz

Gyroscope
Noise Density

0.0025 °/s/
√
Hz 0.0070 °/s/

√
Hz

3.3.1 Characterisation and experimental validation of the

simulator

The aim of the current subsection is to carry out static and dynamic tests

with real IMU sensors to validate the simulator’s capability to generate

IMU-like data and to assess its basic performance. The idea is to compare

the real data acquired during movement tests with simulator inertial re-

sults in order to evaluate their measurement compatibility, i.e. to state if

data differences are only due to random factors characterizing the sensor’s

measurements uncertainty or if specific biases or deterministic phenomena

intervene during the measurement process. The usage of two IMU sensors
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is due to the need to have a reference instrument (namely, SBG) that feeds

the simulator (providing inertial data from real baseline trajectory), and a

second IMU sensor (MMR), whose data, acquired during such a trajectory,

should be compatible with those obtained from the simulator, programmed

to generate MMR-like data.

Figure 3.3: SBG and MMR measurement
configuration

Subsequently, dynamic tests are performed: the sensor couple is placed

on the back of an operator’s hand (to assume a position that is typical of

smart-watch devices’ placement) and several movements in the 3D space

are performed. During the test phase, inertial data from SBG and MMR

are collected and subsequently used in the validation process, as shown in

Figure 3.4. The simulator receives as input the inertial data from SBG. It

perturbs the input inertial data using MMR characteristics (Table 3.1), to

obtain simulated IMU values as output. As an example, Figure 3.5 displays

the simulated accelerometer and angular velocity data during one of the

horizontal movements.

3.3.2 Experimental validation results

To verify the reliability of the simulation results, two suitable figures of

merit are identified: Pearson’s correlation coefficient and Root Mean Square

Error (RMSE), described by eqs. 5.1, 4.2, respectively. They are adopted

to evaluate the similarity degree between simulated and real acquired data.

ρxy,% =
E[(X − µx)(Y − µy)]

(σxσy)
∗ 100; (3.4)
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Pearson Correlation and
NRMSE computation

Real data (3-axis
acceleration and
angular velocity
from MMR IMU)

Simulated data

Validation
Results

Real data (3-axis acceleration
and angular velocity from SBG

reference IMU)

MMR noise and metrological
features 

Figure 3.4: Block diagram to perform the
validation procedure[39]
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Figure 3.5: Simulated acceleration and angular
velocity recording during horizontal movement [39]

RMSE% =

√
1

n
Σn
i=1(Xi − Yi)2 ∗ 100; (3.5)

In eqs. 5.1, 4.2, X corresponds to MMR signal samples, while Y repre-
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sents the simulated inertial data. As for eq. 5.1, σx and σy are the standard

deviations of X and Y, while the mean values of X and Y are represented

by µx and µy, respectively; E is the expectation operator.

Before computing these parameters, it is necessary to normalize data.

Min-max normalized method [45] is considered.

In Tables 3.2 3.3, the obtained results are described, considering angular

velocity and acceleration data, respectively. The results are distinguished

axis by axis and consider the absolute value (abs) of the signal. Qualita-

tively, the results can also be seen in the Figures 3.6, 3.7, where simulated

IMU data are superimposed on the real one. Under defined operating con-

ditions, the simulator is able to reproduce inertial data with a high level of

reliability.
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Figure 3.6: Real Acceleration Data VS Simulated
Acceleration Data

Under any condition the Pearson’s coefficient is greater than 94% in an-

gular velocity comparison, instead, it is greater than 97% in acceleration

comparison, axis by axis, while it slightly decreases when the abs is con-

sidered. In detail, it is possible to observe that for the acceleration data

(Table 3.3), the best value is obtained along the x-axis (99.88%), while in
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Figure 3.7: Real Angular Velocity Data VS
Simulated Angular Velocity Data

the case of the gyroscope (angular velocity, Table 3.2) is obtained along the

z-axis (99.35%). Considering the correlation results in terms of the absolute

value of the signal, the highest value is obtained in the case of the simulated

angular velocity and it is greater than 98%.

Table 3.2: Pearson’s correlation and RMSE
computed for real and simulated angular velocity

data

Pearson’s Correlation
[%]

RMSE
[%]

x 95.70 3.51

y 94.30 4.98

z 99.35 2.77

abs 98.38 4.40

The RMSE is generally bounded from above by 6% (5.66% for acceleration

along y-axis). As the best-observed values, for angular velocity data, the

lower RMSE is 2.77% achieved on the z-axis while for acceleration data the
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3.4 The genearation of pathological movements

Table 3.3: Pearson’s correlation and RMSE
computed for real and simulated acceleration data

Pearson’s Correlation
[%]

RMSE
[%]

x 99.88 0.99

y 97.21 5.66

z 97.94 4.59

abs 93.64 4.43

lowest error is observed in accordance with the x-axis and it is equal to

0.99%. Finally, the error computed on the absolute value, in either case,

is slightly greater than 4%. These results show a high compatibility level

between simulated and real data.

3.4 The genearation of pathological movements

Among Parkinson’s motor disorders, tremor is diagnosed in more than 70%

of patients. To the best of our knowledge, there is no objective method

to distinguish different types of tremors, but neurologists use patient his-

tory and physical examinations evaluated through UPDRS metric [46]. PD

tremor is the most recognized sign and, although it could not be life-

threatening, it surely influences normal daily activities and reduces patients’

quality of life [47]. Objective measurements and classification systems, such

as the joint use of IMU and Machine Learning algorithms, can be valuable

tools to help clinicians make an increasingly accurate diagnosis. In this sec-

tion, data associated with PD tremors, generated by means of the proposed

simulator, are reported and discussed.

3.4.1 Adopted tremor typologies

Among the many possible typologies of tremor, this article focuses on the

most common three types of hand tremor: resting tremor (RT), postural
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tremor (PT), and kinetic tremor (KT); Table 3.4 summarises their main

features [48].

Table 3.4: Adopted types of tremors: main features

Types of tremor Clinical Features

Rest Tremor
RT occurs when there aren’t voluntary movements and
the limbs are at rest and supported against gravity.

Postural Tremor
PT is define as an action tremor, it is occurs
when a position is maintained against gravity.

Kinetic Tremor
KT is an action tremor, which appears

during voluntary movement

To replicate the pathological typical assessment movements, three reference

tests are identified from the UPDRS document [11].

• Test for the identification of postural tremor of the hands: the sub-

ject’s arms are stretched out in front of the body with the palms down,

the wrist should be straight and the fingers should not touch;

• Test for the identification of kinetic tremor of the hands: this test

uses the finger-to-nose technique. Specifically, the subject starts with

the arm outstretched and must then perform at least three finger-nose

movements with each hand extending as far as possible until it touches

the examiner’s finger;

• Test for identification of resting tremor: the subject is sitting quietly

in a chair with hands resting on the arms of the chair and feet resting

on the floor. This position should be held for 10 seconds without any

other direction.

These tasks are administered by the neurologist in classical examinations.

The replication of such tasks for our purposes has been carried out by per-

forming the following phases.
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3.4 The genearation of pathological movements

• Before generating the pathological tests, baseline tests for each task

are carried out. The operator placed the SBG sensor on the top of

the hand and performed the tests as described in the guide. This first

collection of data is considered free of any pathology.

• Subsequently, tremors to these traces are added: they are modeled an-

alytically as multisine signals whose frequency and amplitude range [11]

are derived from [42] and added to the baseline perturbed traces

(the MMR-like signals are always generated using the simulator). On

each baseline inertial trace, several 2-second pathological tremors dis-

joint intervals are superimposed for each axis. For each test, 1000

trials of 60 seconds duration were generated, each containing five 2-

second tremor time segments. Tremor is generated for each interval

randomly in terms of frequency and amplitudes, although within the

recommended values, in order to generate a widely general dataset.
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Figure 3.8: Simulated pathological data:
acceleration data on the left; angular velocity data

for the same tests on the right
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Figure 3.8 displays an example of simulated accelerometer and gyroscope

data for all considered tasks.

3.5 Tremor classification results

In this section, a tremor classification approach is proposed and it is based

on pathological data generated by the aforementioned validated simulator.

In detail, the adopted machine learning tool is described at first and the

obtained classification results are reported.

3.5.1 The machine learning tool

The classification phase is run by adopting an ML algorithm fed with the

generated dataset. Among all available ML techniques in MatlabTM envi-

ronment, the Fine Tree (FT) tool has been chosen as a result of preliminary

tests where training accuracy had been adopted as a figure of merit. FT

must be able to distinguish four classes: no tremor (Class 1), rest tremor

(Class 2), postural tremor (Class 3), and kinetic tremor (Class 4). To recog-

nize tremor and voluntary movement, 11 features are selected. Such choice

is derived from the literature related to classification in human activity and

motor symptoms’ framework [42, 49, 50].

Among these, 8 features belong to time domain processing:

• Mean [49];

• Averange [49];

• Square sum of data under 25 percentile;

• Squared sum of data under 75 percentile;

• Low pass energy (below 2 Hz signal energy, to identify voluntary move-

ment) [50];
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3.5 Tremor classification results

• High pass energy (over 2.5 Hz signal energy, to identify involuntary

movement) [50];

• Lag of First Autocorrelation Peak (to find the dominant frequency of

the involuntary movement) [42];

• Height of First Peak in Autocorrelation (to discriminate periodic move-

ments from aperiodic ones) [42];

while 3 features are related to frequency domain [51]:

• Maximum frequency in the spectrum;

• Sum of amplitude values of frequency components below 5 Hz;

• Number of peaks in the same frequency spectrum interval;

All features are calculated over a 2-second window, with 1 s overlap

between consecutive windows [42]. For good performance of the ML algo-

rithm, it is necessary to normalize the features input data: before moving

on to classification a dataset normalization is carried out by means of a

Z-score feature scaling method [52].

The classification stage involves two main analyses. The first analysis

adopts one only dataset, where 70% of the data is used to train the tool,

while the remainder is used for the test phase. Part of the first step is also

to look for the effects of reducing/increasing the measurement axes for the

accelerometer and/or gyroscope, i.e. to consider smaller amounts of data,

on the classification performance.

A second analysis concerning a different goal: to test the algorithm on

data deriving from different sensors with respect to those used in the train-

ing phase and to calculate the obtained performance in order to establish

possible relations between metrological features of sensors acquiring train-

ing data (that can be performed once) and those related to instrumentation

gathering test data (eventually, in real-time). This second test is partic-

ularly relevant since we would like to understand if low-cost IMU sensors

27



CHAPTER 3. Inertial Measurement Unit Simulator

could be adopted for real-time monitoring, regardless of the adopted sensors

to train the classification algorithm. To take account of the performance

obtained during the test phase, Accuracy, Precision, Recall, and F1-score

are calculated.

3.5.2 Classification performance

To analyze the obtained classification results, it is needed to define three

specific figures of merit, namely Precision, Recall, and F1-Score. They are

reported in eqs. 3.6–3.8, respectively.

Precision(p) =
TP

TP + FP
; (3.6)

Recall(r) =
TP

TP + FN
; (3.7)

F1 − Score(F1) = 2
p ∗ r
p+ r

; (3.8)

Accuracy =
TP + TN

TP + TN + FP + FN
; (3.9)

where TP , TN , FP , FN represent true positive, true negative, false posi-

tive, and false negative cases in their common definition, respectively.

The total number of samples is around 10000. As stated before, 70% of

them have been used for training and the remaining ones for testing. We

present results in two distinct ways: confusion matrices and aggregate values

by the adopted figures of merit. In detail, Figure 3.9 reports the obtained

confusion matrices for two distinct cases regarding the adopted acquired

data for training and testing: accelerometer values only (subfigure 3.9.a)

and the joint use of accelerometer and gyroscope data (subfigure 3.9.b).

As widely known, the better the performance, the greater the value

on the confusion matrix main diagonal. A very high TP positive rate is
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obtained for all classes and particularly for classes 2 and 3.
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Figure 3.9: Confusion Matrix of test phase: (a) Considering acceleration
data from all axis; (b) Considering acceleration and angular velocity data
from all axis

Table 3.5: Classification performance results computed on acceleration data
only (considering all axis)

Class\Metrics p r F1

No Tremor (1) 96.81% 93.27% 95.01%
Postural Tremor (2) 98.75% 99.70% 99.22%
Rest Tremor (3) 98.81% 99.47% 99.14%
Kinetic Tremor (4) 95.45% 97.42% 96.43%

Test Accuracy 97.46%

Such results are confirmed by Tables 3.5–3.6 where the highest value

for each figure of merit is reported in bold. A fast comparison between the

cited tables proves how the joint adoption of accelerometer and gyroscope

data slightly increases performance values.

In detail, the best improvement is obtained in the recall parameter in

the case of Class 1, where 93.27% is obtained with accelerometer data only
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Table 3.6: Classification performance results computed on acceleration and
gyroscope data (considering all axis).

Class\Metrics p r F1

No Tremor (1) 97.98% 95.81% 96.88%
Postural Tremor (2) 99.31% 99.63% 99.47%
Rest Tremor (3) 99.21% 99.70% 99.45%
Kinetic Tremor (4) 97.31% 98.67% 97.99%

Test Accuracy 98.45%

Table 3.7: Classification performance results in different employment con-
ditions for accelerometer and gyroscope.

accelerometer x-axis only accelerometer xz-axes
Class\Metrics p r F1 p r F1

No Tremor (1) 96.24% 91.15% 93.62% 97.19% 91.19% 94.09%
Postural Tremor (2) 97.91% 98.17% 98.04% 98.52% 99.70% 99.11%
Rest Tremor (3) 97.49% 99.27% 98.37% 98.75% 99.44% 99.09%
Kinetic Tremor (4) 94.21% 97.25% 95.71% 93.77% 97.81% 95.75%
Test Accuracy 96.71% 97.03%

accelerometer and gyroscope: x-axis accelerometer and gyroscope: xz-axes
Class\Metrics p r F1 p r F1

No Tremor (1) 97.57% 92.77% 95.11% 96.54% 94.78% 95.65%
Postural Tremor (2) 97.92% 98.41% 98.16% 98.58% 99.20% 98.89%
Rest Tremor (3) 97.32% 98.61% 97.96% 98.55% 99.40% 98.98%
Kinetic Tremor (4) 95.95% 98.94% 97.42% 97.19% 97.51% 97.35%
Test Accuracy 97.19% 97.72%

(Table 3.5) while 95.81% is achieved with the additive support of gyro-

scope data. Taking the test accuracy as an aggregate performance index, a

0.99% (from 97.46% to 98.45%) improvement is achieved by increasing data

sources.

A specific mention is deserved by Table 3.7. In order to exploit as fewer

data as possible, and remain in the first classification step, we analyzed the

effect of reducing the data amount by limiting the number of acquisition axes

both for accelerometer and gyroscope instruments. Surprisingly, although a

general performance worsening is visible, the effect of reducing to one or two

axes the data amount does not heavily impact the very high scores got by

the defined performance indexes. Performance levels got a few percentage

points to decrease, thus still ensuring a good classification accuracy for the
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required types of tremors. Still, training and testing are performed on the

same dataset, although subdivided in the aforementioned way.

3.6 Classification performance stability under data

quality variation

Another key factor we would like to explore is the possibility to have datasets

generated from different sensors for training and testing phases, respectively.

In particular, it is desirable to understand how the parameters of the sensors

could affect the classification results whenever an uneven set of data is fed

to the classifier during the learning phase and the following test. The results

presented in this section aim to check if the most common situation is viable

for the application purposes, i.e. the best accurate sensors are available to

train and tune the classifier, but less accurate devices are generally available

during normal monitoring activities due to cost constraints and the large

variety of IMU sensors available on the market. In any case, to have a

full report of the possible cases, several training/testing combinations are

considered. In detail:

a. Training and testing with data coming from the same high-performance

sensor (best/best);

b. Training with high-performance sensor data and testing with lower-

level sensor data (best/worst);

c. Training with lower-level sensor data and testing with high-performance

sensor data (worst/best).

d. Training and testing with data coming from the same lower level sensor

data (worst/worst);

In all combination tests data from the three-axis accelerometer and three-

axis gyroscope are considered. Although in Section 3.5.2 we proved how
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the reduction of involved axes does not critically reduce the performance

indexes, here we aim at analyzing a different effect, and therefore, to avoid

possible joint causes, we restored the original maximum number of available

data, specifically in terms of sensors’ axes. The results and performances

in the best condition (case (a)) are described in the subsection 3.5.2. The

results obtained in test (c) show the case of low-quality data training and

high-quality data testing. Comparing Table 3.8 with best case (Table 3.6),

it is possible to observe a general performance drop: in particular for Class

3 of index recall a decrease of 19.81% is recorded (from 99.47% to 79,66%),

while the test accuracy goes down by 11.34% (from 98.45% to 87.11%).

These results are also visible in Figure 3.10b where a test confusion matrix

is shown. In the case worst/worst (d) it can be seen that by training and

testing the network with the same lower-level sensors data, the test phase

performances are similar to those obtained in case (a), indeed the difference

between tests accuracy is 0.93% (for details, see Table 3.9 and Figure 3.10c).

Table 3.8: Classification performance results computed on acceleration and
gyroscope data: in the training phase 8 bit sensors are used, while for the
test phase 16-bit sensors (worst/best).

Class\Metrics p r F1

No Tremor (1) 89.85% 78.28% 83.67%
Postural Tremor (2) 82.17% 98.81% 89.72%
Rest Tremor (3) 96.81% 79.66% 87.40%
Kinetic Tremor (4) 83.10% 91.73% 87.20%

Test Accuracy 87.11%

A broader discussion of the case best/worst test results is necessary.

Firstly, performance degradation is visible comparing confusion matrix in

Figure 3.9 with the one shown in the Figure 3.10a. The worst results are

recorded for the identification of Classes 2 and 3 especially. Both classes, in

most cases, are wrongly predicted as Class 1.

The aforementioned results are confirmed by indexes computed and re-
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Figure 3.10: Confusion Matrix of test phase: (a) test data according to
best/worst specifications; (b) test data according to worst/best specifica-
tions;(c) test data according to worst/worst specifications.
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Table 3.9: Classification performance results computed on acceleration and
gyroscope data: in the training phase and test phase 8 bit sensors 10% worse
noise are used (worst/worst)

Class\Metrics p r F1

No Tremor (1) 97.40% 92.77% 95.03%
Postural Tremor (2) 99.17% 99.83% 99.45%
Rest Tremor (3) 98.62% 99.60% 99.11%
Kinetic Tremor (4) 95.04% 97.91% 96.46%

Test Accuracy 97.52%

ported in Tables 3.10, where a general decline in performance can be seen.

Comparing Table 3.10 with Table 3.6 the worst decrease is obtained in F1

score index especially for Class 2, where radical reduction is recorded. The

test accuracy also goes from 98.45% (Table 3.6) to 47.36% (Table 3.10). The

highest number of misclassifications is recorded for Classes 2 and 3, with all

indices showing values below 17% for class 2 and below 37% for Class 3.

Table 3.10: Classification performance results computed on acceleration and
gyroscope data: in the training phase 16 bit sensors are used, while for the
test phase 8 bit sensors with 10% worse noise are simulated (best/worst)

Class\Metrics p r F1

No Tremor (1) 33.78% 91.71% 49.38%
Postural Tremor (2) 16.67% 0.03% 0.07%
Rest Tremor (3) 36.36% 1.73% 3.30%
Kinetic Tremor (4) 78.03% 95.62% 85.94%

Test Accuracy 47.36%

According to the reported data, we may say that the usage of uneven

datasets for training and testing phases is generally not advised, since per-

formance degradation is quite critical. Anyway, there are specific worsening

cases, such as only the reduction of the quantization bits (case Table 3.8),

where the adoption of different sensors still warrants good performance in-

dexes. In our investigation, the number of quantization bits has a more
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negligible effect on the performance than the worsening of all noise levels.

3.7 Final observation

This chapter presents the development, validation, customization, and adop-

tion of a movement disorder simulator, capable of generating reliable accel-

eration and angular velocity data related to healthy and pathological states

for patients possibly affected by Parkinson’s disease. In particular, taking

into account commercial IMU sensors, the aim of the tool has consisted

of generating real-like data to create arbitrarily large datasets to be ex-

ploited by researchers in the field of NDD automatic diagnosis to test and

tune their classification algorithms. To evaluate the reliability of generated

data, a validation set-up was developed and real-acquired and simulated

data were compared by means of two suitable figures of merit, which have

proved a high agreement level. Subsequently, a classification stage has been

developed by using the Fine Tree algorithm on data suitably generated and

results have been evaluated through classical performance indexes in the

field of Machine Learning. Performance scores generally equal to or greater

than 90% have been achieved in most cases, whenever homogeneous (dif-

ferent but acquired with the same sensors) data are adopted for training

and testing. Two further analyses are proposed: the effect of the number

of axes and sensors (accelerometer, gyroscope) and the adoption of uneven

data between training and testing to the classification results. The obtained

results show a slight performance worsening when the number of adopted

axes decreases and interesting relations between metrological features of

the sensors and classification results. This study is intended to give use-

ful information for the choice of proper IMU sensors (metrological aspects)

to adopt for NDD monitoring, to prove the suitability of such sensors to

acquire useful data for automatic diagnosis of Parkinson’s disease based on

tremor classification, and, for the adopted classification algorithm, the work

is aimed to prove how uneven datasets are generally to be avoided but in
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specific cases, acceptable performance can be achieved, whenever only spe-

cific features change (e.g., quantization bits). The next validation step of

the proposed simulator is to compare its generation with healthy and patho-

logical movements coming from real patients, in order to understand how

IMU data should be adapted to different patients’ statuses as age, disease

gravity and eventually suffered comorbidities.
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Chapter 4

Medical field application:

IMU sensors to

automatically measure

movement disorders

The simulator described in the previous chapter allows the designer to locate

one or more inertial sensors, generate data by assuming known trajectories,

and then analyse performance as measurement parameters change. This

preliminary analysis can help test devices in simulation, make comparisons

and generate a large amount of data that would be difficult to obtain from

experimental campaigns. A large dataset is worthwhile in the testing and

validation step of the algorithms before the experimental phase. The study

described above identified a commercial IMU, MetaMotionR (MMR), which

showed good accuracy for medical applications during simulation. In partic-

ular, it was shown how the combination of inertial data, pattern of features,

and trained algorithm are suitable for making movement disorders analyses

in people with PD. The simulator validation obtained good results, but from
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the simulation, it is necessary to verify whether the identified sensors and

algorithms achieve the same performance under real conditions. To do this,

in this chapter, the tools and algorithms analysed in the simulation phase

will be applied to real applications. In particular, the case studies will aim

to identify motor disorders and medication adherence in people with PD.

Four research questions will be addressed: i) wearable device for Parkinson’s

disease aided diagnosis; ii) implementation of Machine Learning algorithm

to distinguish PD from healthy people; iii) use of the features validated in

chapter 3 to identify motor fluctuations in a group of people with Parkin-

son’s disease; iv) investigation of new features for analysing pharmacological

adherence.

4.1 The research motivation

The need for continuous monitoring and objective measurements in the med-

ical field is becoming increasingly widespread. Wearable devices can be a

concrete answer to these requests. Among the most common neurodegen-

erative diseases, Parkinson’s is one of the main disorders, especially in the

aged population. It is characterised by several symptoms whose comprehen-

sive and accurate analysis can lead to a punctual and effective diagnosis.

The diagnosis is made by a neurologist who assigns scores on the basis of

standardised motor exercises. In the early stages of the disease, symptoms

are less visible and less frequent: an automatic measuring instrument at this

stage can be a valuable aid for a more accurate diagnosis. A promising solu-

tion to detect most motor issues related to Parkinson’s disease is represented

by Inertial Measurement Units (IMUs), typically including accelerometers,

magnetometers and gyroscopes. Their metrological features, such as accu-

racy, sensitivity and immunity to external disturbances are critical to get a

fully functional and discriminant device. Furthermore, the capability to ex-

trapolate pathological states from measurements is a very attractive feature

to automatise early warning and fast medical interventions.

38



4.2 Motor symptoms detection

4.2 Motor symptoms detection

PD is characterised by motor symptoms such as: a)tremor, b) bradykinesia,

c) rigidity, d) Freezing Of Gait and e)dyskinesia and non-motor symptoms

like a cognitive impairment, mood disturbances, sensory disorders [53]. In-

ertial sensors combined with data analysis algorithms are valuable measure-

ment tools able to perform motion disturbance analysis [54]. Such sensors

acquire acceleration and angular velocity information that can be fused and

used to estimate orientation. This section shows how it is possible to ac-

curately detect various motor symptoms by reducing the number of sensors

required and to perform real-time data classification. It is desirable to have

an online classifier to reduce the amount of data to be stored and processed

to detect pathological conditions at an early stage when symptoms are less

visible. Early recognition of these symptoms can help the physician in-

tervene immediately with specific treatments. The idea is to use a single

inertial platform to capture the movement of an upper limb, process the

acquired data in a lightweight manner, and adopt a trained k-NN algorithm

to rapidly classify PD-related motor symptoms. In detail: a) tremor, b)

bradykinesia, e) dyskinesia. To perform these tasks, it is first necessary to

characterise the adopted platform to verify its metrological characteristics

and assess its compliance with the proposed application.

4.2.1 Experimental characterisation

IMU sensor used in the simulation phase described in Chapter 3 was adopted.

Specifically, the sensor is the MetamotionR made by Mbientlab, with a

wearable-compatible sizes (27mm × 27mm x 4mm case). The device has

a MEMS (Micro-electromechanical systems) technology with on-board sen-

sors such as tri-axis accelerometer, tri-axis gyroscope and tri-axis magne-

tometer.To estimate the device orientation in space, it is possible to en-

able sensors fusion modality; all fusion modes provide orientation output as

Quaternion or Euler angle [55]. Once the device was identified, a complete
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verification of its performance was carried out. In particular, the metrologi-

cal characterisation concerned the testing of the sensor’s ability to recognise

movement disorders typical of Parkinson’s, i.e. the IMU must provide accu-

rate information on orientation and vibration, both in terms of amplitude

and frequency. State and dynamic tests were performed. To acquire data

from the MMR device, a Python script was developed from which it is pos-

sible to set parameters such as range, and sampling frequency, as well as to

establish the connection/disconnection of the sensor and, after execution,

to save the measurement data.

Static Tests

The first static measurement set-up is presented in Fig. 4.1. The sensor

is placed in a fixed position and by means of the aforementioned script,

acceleration data are acquired. Tests are realized in three different range

values (±2g,±8g,±16g), with a sample rate of 100 Hz.

Figure 4.1: Static Configuration for Noise Density Tests [56]

In order to remove typical accelerometer drift, a calibration operation

is necessary. Afterwards, for each test, the noise density value is computed

for each axis. In eq. 5.1, noise density expression is described:
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NDi =
σi√
fc/2

, i ∈ {x, y, z} (4.1)

where σi is the standard deviation, fc is the sample rate.

Table 4.1: Noise density acceleration - static estimation

Axis
Range 2g

[µg/
√
Hz]

Range 8g

[µg/
√
Hz]

Range 16g

[µg/
√
Hz]

x 140.70 156.86 173.74

y 142.20 147.65 152.70

z 180.52 223.94 245.72

Table 4.1 displays the noise density results for each operative range and

for x, y, z axis. Such characterisation enhances information from datasheet,

since in [57] we found values provided for ±8g range and absolute value

only. The results obtained in ±8g range are compliant with those described

in the datasheet.

Fig 4.2 describes the second static measurement set-up: the IMU device

has been anchored in a rigid cube, being parallel to one of its faces. In this

configuration rigid 90° rotations are done, to verify the MMR orientation

estimation performance. In particular, starting from a first position and

applying rigid 90° rotations every 10 s, measurement tests are carried out.

Fig. 4.3 shows how the MMR device correctly records the changes of

rotation for each rotation axis. To obtain raw orientation data, the sensor

fusion modality is enabled; in particular, ”NDoF” [55] fusion mode is cho-

sen, where the fused absolute orientation data is calculated from gyroscope

and accelerometer with sample rate of 100 Hz, and the magnetometer with

sample rate of 25 Hz. For all sensors, the maximum operative range is set.

In this configuration, the MMR output is described by quaternion: to ob-

tain the degree results, data are transformed from quaternion to rotation
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Figure 4.2: Orientation tests in static condition

angles [58].
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Figure 4.3: The estimated orientation obtained during static tests [56]

For each axis, a normalized orientation error, in static condition, is cal-

culated; in Table 4.2 the results are shown. The lowest percentage error

overall is obtained along z axis.
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Table 4.2: Percentage Orientation Error - static estimation

Ref. angle x [%] y [%] z [%]

90° 1.98 1.53 0.57

180° 1.68 2.24 0.58

-90° 2.11 0.15 1.03

Dynamic Tests

The dynamic set-up is presented in Fig. 4.4 and it is characterized by a

robot manipulator, i.e. a 7-DoF Jaco manufactured by KINOVA company,

available in the LAI robotics laboratory of the University of Cassino and

Southern Lazio (IT), the MMR sensor and a laptop computer. The MMR

has been placed on the robot manipulator’s end effector. The communica-

tion between the robot and the PC has been performed through the frame-

work ROS (Robot Operating System) on Ubuntu 18.04 version. In this

configuration, several tests are realized. Each test is characterized by the

imposition of a known trajectory composed of sinusoidal paths with differ-

ent peak–to–peak amplitude {45, 90, 180}° and for different frequencies, i.e.

{1/8, 1/6, 1/4, 1/2, 1} Hz. The aim of these tests is to verify the capability

to retrieve orientation values that are compatible with the imposed ones, i.e.

the suitability of the MMR in orientation estimation tasks in presence of a

continuous system movement, i.e. the capability to track the orientation of

a moving system. Its evaluation can be related to the patient’s movements

during tests assigned by a specialist in NDD diagnoses. The adopted fre-

quencies are the closest to the natural movement (typical under 2 Hz) that

the robotic system could achieve.

The Robot and MMR orientation data are considered and compared; as

an example, in Fig. 4.5, an orientation comparison is provided in the case

of 90° amplitude and 1/6 Hz frequency sinusoidal trajectory. In particular,

the blue line represents the fused sensor data, while the orange one reports
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DYNAMIC CONFIGURATION

Compute Pearson’s correlation and RMSE 
between robot orientation data and IMU 

orientation data.

Orientation Data 

MMR is placed on robot 
manipulator by KINOVA

Figure 4.4: Dynamic set-up: robot with MMR placed on the end effector
(left) connected to personal computer through ROS (right)

robot orientation. From a qualitative point of view, the compared plots

show a good agreement level that must be quantified by means of proper

figures of merit.
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Figure 4.5: Orientation during test with 90° of amplitude and frequency 1/6
Hz, along Y axis [56]

Such an analysis is performed by adopting two indexes: Pearson’s corre-

lation and Normalized Root Mean Square Error (NRMSE). The cited met-

rics are computed according to eqs. 4.2 and 4.3 respectively, where MMR
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orientation data are reported in the vector X while robot orientation data

are represented by Y.

In Equation 4.2, Pearson’s correlation coefficient is described:

ρxy,% =
E[(X − µx)(Y − µy)]

(σxσy)
∗ 100 (4.2)

where: σx and σy are the standard deviations of X and Y, µx and µy are

the mean values of X and Y respectively, E is the expectation operator.

In eq. 4.3, Normalised Root Mean Square Error expression is described:

NRMSE% =

√
1

n
Σn
i=1

(Xi − Yi)2

Ymax
∗ 100 (4.3)

where the subscripts i and max represent the ith element and the max-

imum value of the corresponding vector.

In Table 4.3, the whole performance indexes are reported by distinguish-

ing them by amplitude cases and considering only the Y axis, because the

main motion is performed in this direction (pitch angle changing its value).

The previous tests show comparable performance along x, y, z axis direc-

tions, therefore here we focused our attention on one axis analysis only.

In any condition, Pearson’s coefficient has a value greater than 90%; these

results confirm the MMR device’s capability to accurately estimate the ori-

entation states. The NRMSE is generally upper-limited by 3% in case of

amplitudes greater than 45° and 90°, while worse values are experienced

when 180° amplitude trajectory is tested, especially due to the limitations

of the robot manipulator to apply planned trajectories.

4.2.2 Movement disorders classification

At the beginning of this chapter, movement disorders are described. Tremor,

bradykinesia and dyskinesia were chosen to be analysed for classification

purposes, given their sensitive incidence in patients with PD. In particu-

lar, it is worth remembering that bradykinesia is a slowness of movement
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Table 4.3: Characterization in Dynamic Conditions - computed performance
indexes

Amplitude 45° Amplitude 90° Amplitude 180°
Frequency

[Hz]
ρxy,% NRMSE% ρxy,% NRMSE% ρxy,% NRMSE%

1/8 99.80 1.26 99.62 2.75 99.74 4.74
1/6 99.48 1.89 99.70 1.86 99.40 5.30
1/4 99.49 1.65 99.55 2.12 98.36 9.28
1/2 97.77 1.83 98.11 2.23 99.40 5.30
1 92.55 1.26 82.41 2.75 93.27 12.19

execution [59], tremor is described as a periodic involuntary movement,

while dyskinesia is an uncoordinated, aperiodic involuntary movement [42].

These pathological movements are emulated by one of the authors accord-

ing to specialists’ descriptions and the UPDRS scale indication and used to

train and test a machine learning algorithm. This section aims to verify and

quantify the capability of the classifier to be discriminant among different

movements, acquired by a single IMU device placed on hand palm, and the

accuracy of their recognition.

Experimental setup

The experimental set-up is composed of the cited MMR sensor, placed on

the hand’s palm of one of the authors, being in healthy conditions and

emulating the movement disorders. The experimental tests are organised in

such a way that there are five different conditions to be classified: 1) Rest,

2) Normal movement, 3) Bradykinesia, 4) Tremor, 5) Dyskinesia.

As regards the dataset building, two different approaches have been fol-

lowed to populate training and testing datasets. The training data was

derived from 5 30-second tests carried out for each of the proposed classes.

Except for class ”Rest”, where no movement has been performed, the re-

maining tests are composed of a baseline trajectory and a superimposed
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pathological condition. The baseline is a linear trajectory in a 3D space,

keeping the hand as much parallel as possible to the ground line, to follow a

30 cm path. The superimposed pathological conditions strictly depend on

the class to emulate and, particularly:

• Normal movement: no further effects are added to the baseline;

• Bradykinesia: the baseline movement has been voluntarily slowed

down with sporadic additions of stopping intervals [60].

• Tremor: a 3-6 Hz oscillation has been superimposed to the baseline in

5-time intervals spaced out by 3 seconds original baseline [61].

• Dyskinesia: a superimposition of a non-periodic movement in non-

predictable directions of the space has been added to the baseline [62].

As regards classes Bradykinesia, Tremor and Diskynesia, gravity emu-

lation has been achieved by increasing the described effects, as the mean

speed in ”Bradykinesia” case, Tremor amplitude in the ”Tremor” class and

spasmodic movement incidence in the Diskynesia case. Each training rep-

etition has been characterised by a random variation of the pathological

severity. All movements can be classified as ”reaching” rather than ”grasp-

ing” activities.

The MMR has been anchored on the hand’s palm, and five tests lasting

30 s are carried out for each class. Such data are used to populate the

training dataset. Organising data for the test stage has also been necessary

to evaluate the algorithm’s performance. Several 90s tests are realised using

the same set-up aforementioned and using a structure described in Fig. 4.6.

For all tests, sample rate of the MMR sensors has been set to 25Hz;

the accelerometer range to ±4g, while gyroscope range has been fixed to

500◦/s.

Fig. 4.7 displays the acceleration and gyroscope raw data acquired during

one of the tests.
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REST BRADYKINESIANORMAL
MOVEMENT REST

TREMOR RESTRESTDYSKINESIA

Figure 4.6: Description of final tests structure
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n
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REST REST RESTREST REST

NORMAL MOVEMENT

DYSKINESIA

BRADYKINESIA

TREMOR

Figure 4.7: Time evolution of acceleration and angular velocity along the
coordinate axes during several movement emulations, whose ground truth
is reported in the upper figure

Data processing and first obtained results

A k-NN algorithm is implemented for the classification. Among the 11 fea-

tures validated in the Chapter3, for this study 6 features are selected: 3

belonging to time domain processing [49] (mean, square sum of data under

25 percentile and squared sum of data under 75 percentile) and 3 are in

frequency domain [51] (maximum frequency in spectrum, sum of amplitude

values of frequency components below 5 Hz, and number of peaks in the

same frequency spectrum interval). All features are calculated over a 0.4

s window, with 0.016 s overlap between consecutive windows. A data nor-

malisation process is carried out before inputting acquired data to k-NN

network. Min-max feature scaling method is considered: values are shifted
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and resized to obtain features values in [0− 1] interval. To accomplish such

task, it is necessary to apply the eq. 4.4, where f̂i,j is the ith normalised

component of feature fj, while fi,j is its unnormalised version.

f̂i,j =
fi,j −min(fj)

max(fj)−min(fj)
. (4.4)

Once trained, the k-NN network is run on test data. Fig. 4.8 shows the

comparison between true classes (blue line) and predicted classes (orange

line) during test phase. In correspondence of the transitions (changing one

movement to the next one), there are some misclassification cases as well

as a small amount of wrong classified windows also affects diskynesia case

which is sometimes recognized as tremor: looking at Fig. 4.7, a possible

motivation is given by their similarity in time domain signal features both in

terms of acceleration and angular velocity. Nevertheless, promising results

are obtained in terms of most common indexes adopted for classification

performance evaluation, as reported in Table 4.4.

time [s]

True class

Predicted class

Figure 4.8: True Classes VS Predicted Classes

F1–score coefficients has a value greater always greater than 87%, Recall
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Table 4.4: Classification Performance Results

Class Precision Recall F1 score

Rest 1 0.90 0.95

Normal Movement 0.86 0.99 0.92

Bradykinesia 0.99 0.81 0.90

Tremor 0.78 0.98 0.87

Diskinesia 0.93 1 0.97

coefficients overcomes 80% and they are generally greater than 90% for 4

classes over 5. Finally, precision values are very high (greater than 0.85

almost everywhere), with the exception of Class 4. The overall accuracy

is 92%. These first results demonstrate the possibility to classify different

movement disorders with accurate performance using a k-NN network for

classification and using one only IMU platform for data acquisition.

4.3 Healthy people or people with Parkinson’s dis-

ease?

In the previous section, it was shown how given an IMU sensor, features

calculated from the raw data, an initial classification of pathological move-

ments can be obtained using machine learning algorithms. The inertial data

acquired during these tests were emulated, i.e. collected under controlled

conditions and in the laboratory. It is still important to verify that the

analysis process adopted is also applied under real-life conditions. To do

this, a second step was to analyse an initial dataset available from the web.

The idea is to extract information characterising Parkinson’s disease and

verify that the hypotheses assumed so far correlate with the real data.
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4.3.1 PD-BioStampRC21 Dataset

The database[63] examined in this study is constructed from acceleration

data acquired through an IMU device, the MC 10 BioStamp RCsensor. In

particular, five sensors were placed on each patient - four on each limb and

the last on the chest - collecting acceleration data for two consecutive days.

Thirty-four subjects, seventeen healthy and seventeen with PD, ranging in

age from 37 to 84 years, participated in the data collection. The participants

were also examined by a doctor using the UPDRS scale to assess the severity

of the disease. The neurologists performed the standardised exercises from

UPDRS 3.17. As mentioned above, PD resting tremor occurs at a frequency

between 3 and 6 Hz. In the dataset, tests are selected to evaluate the tremor

and then a frequency analysis of the accelerometer data is performed. As can

be seen in the Fig. 4.9, in the case of tremor at rest, the significant harmonic

tones are in the range of [4-9] Hz. In particular, this test was performed

under OFF conditions, i.e. when there is no effect of the medicine.

If the FFT is compared in the ON condition (Fig. 4.10), with the same

test, it is observed that the frequencies always fall in the same range, but

with a smaller amplitude. This shows how the medication attenuates motor

symptoms.

The control group performed the same tests as the pathological group.

The harmonic content of the test performed by a participant in the control

group, as can be seen in Fig. 4.11, differs from the two examples shown

above. Particularly, in the [3-9]Hz range, no significant harmonic tones

are present. This difference was observed in all control participants and

highlights how differences between the two groups can be found from the

accelerometer data. It is also shown that tremor is a movement disorder

that has an identified frequency characteristic.
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Figure 4.9: Frequency spectrum of the UPDRS 3.17 test for subject 12 with
OFF medication

4.3.2 Classification Results

The next step was to take the dataset, extract from the data the 11 charac-

teristics defined and validated in Chapter 3, and then train machine learn-

ing algorithms to distinguish control participants from Parkinsonian partici-

pants. All features were calculated over a 2-second window, with a 1-second

overlap between consecutive windows. Among all available Machine Learn-

ing algorithms two of them have been chosen after thorough documentation:

the Fine Tree (FT) and the Narrow Neural Network (NNN). The aim was

to train the two networks to recognise and distinguish PD patients from

healthy ones. Data were randomly extracted from all the acceleration data

files of each patient, with the only limitation being that 50% of the data

were taken from PD patients and the remaining 50% from healthy patients
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Figure 4.10: Frequency spectrum of the UPDRS 3.17 test for subject 12
with ON medication

to ensure uniformity. The training phase was performed on 16000 samples

randomly selected from the 83203 total data extracted previously, while the

testing phase was performed on 5000 data randomly selected from the 16761

overall data. Two classes were considered: 0 for healthy subjects and 1 for

PD patients.

Comparison between Narrow Neural Network and Fine tree model

After training the model, a test phase was implemented. The confusion

matrix in Fig. 4.12 and in Fig. 4.13 shows the samples correctly classified

by the algorithm on the main diagonal, while the performance coefficients

are shown in table 4.4.

For the NNN model, a test accuracy of 68% was obtained; for the control
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Figure 4.11: Frequency spectrum of a healthy participant

group, a Recall value of 77.5% was obtained, compared to 59.29% in the

case of the PD group. In the PD group, the highest accuracy is obtained in

the case of the precision parameter, with a value of 72.10%.

The Fine Tree model provides a 13% improvement in overall accuracy.

From the confusion matrix in Fig. 4.13 , it can be seen that class 1 was

always classified accordingly, while class 0 was confused with class 1 in 28%

of the cases. By assessing the performance parameters, it can be seen that

for the control group, values above 70% were obtained, while in the case of

the PD group, the values obtained were above 60%.
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Figure 4.12: Narrow Neural Network Confusion Matrix for the test phase
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Figure 4.13: Fine Tree Confusion Matrix for the test phase

4.4 Motor State Remote Monitoring in Parkin-

son’s Disease

The results discussed in the previous sections show how identified technolo-

gies and algorithms when well combined can provide information on the

disease. In particular, by calculating specific features on inertial data, it

is possible both to identify different motor symptoms and to distinguish

tests performed by PD patients from healthy ones. Building on these ex-
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Table 4.5: Performance parameters calculated for NNN and FT phase test

Narrow Neural Network Fine Tree

Class Precision Recall F1-Score Precision Recall F1-Score

0 65.99% 77.50% 71.28% 72.04% 100% 83.75%

1 72.10% 59.29% 65.07% 100% 60.97% 75.75%

Accuracy 68.48% 80.54%

perimental results, we move on to consider the possibility of using wearable

technologies to monitor patients in an everyday environment and subse-

quently process the data to identify any motor abnormalities. In the case

of people with Parkinson’s disease, continuous monitoring can help doctors

to control the evolution of the disease and to check adherence to pharma-

cological treatments. In this section, the challenge is to combine wearable

sensors and machine learning-based algorithms to classify motor states using

unsupervised data collected during everyday life.

4.4.1 Motor Fluctuation and standardised diagnosis

PD diagnosis typically rely on the appearance of motor symptoms [64],

including tremor, bradykinesia, postural instability, freezing of gait, and

rigidity. Manifestation of motor symptoms is highly variable among peo-

ple with PD, they can fluctuate during the day (especially in later disease)

and, in some cases, they deeply impact people with PD’s quality of life

and require complex clinical management. Dopaminergic medications such

as Levodopa are most commonly used to manage motor symptoms [65].

Levodopa improves motor symptoms and function [66, 67], thus enhancing

quality of life [68]. The management of the medication regime (e.g., fre-

quency and dose) is linked to the disease progression, and prolonged use of

levodopa can lead to side effects, particularly dyskinesias and motor fluctu-

ations [66]. For participants under dopaminergic treatments, two distinct

phases (motor states) can alternate during daily life: ON and OFF periods.

The ON phase is characterized by an improvement in motor symptoms fol-

56



4.4 Motor State Remote Monitoring in Parkinson’s Disease

lowing medication intake. As the medication effects wears off, people with

PD can experience an OFF period, when they experience a general worsen-

ing of symptoms [64]. Good adherence to dosage and timing of medication

regimens reduces motor fluctuations between ON and OFF periods, limits

’OFF’ periods, and helps managing motor symptoms. Studies have proven

that adherence is often poor and in some cases under 65% [69]. Changes or

adaptations of the medication regimes usually follow infrequent face-to-face

clinical assessments, which lack important insights into the effect that med-

ication has on people with PD’s everyday life. Furthermore, the assessment

of dyskinesia and OFF state is done through the evaluation of diaries, which

are often laborious and inherently flawed. In this context, real-world remote

monitoring with wearable technology (e.g., body-worn devices) could be an

effective solution to have an objective insight of people with PD’s motor

state and their response to medication over the course of a day. The quanti-

tative evaluation of symptoms and response to medication over a prolonged

period of time could help clinicians to deliver an optimsed and customised

medication regime, supported by objective data analyses and validated al-

gorithms. To achieve this goal, it is useful to exploit Wearable Technology

(WT) for example body-worn devices that allow objective quantification of

mobility [70] [71] and motor symptoms in people with PD [72, 73], [74].

Wearable devices have been used for monitoring and evaluation of Parkin-

son’s mobility and motor symptoms [35, 75–78].

Nevertheless, two main limitations can be found in the current body of

work: i) participants are often monitored in a controlled environment or

with the supervision of an observer and under controlled ON vs OFF state;

ii) often the high accuracy and methods developed to identify motor states

in controlled scenarios do not guarantee the reliability and robustness of the

proposed techniques when applied to real- world environments. Conversely,

limitation i) warrants the availability of controlled ground truth values of

motor states, as participants are tested in controlled environments and un-

der controlled conditions/protocols. Indeed, if it is desirable that people
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with PD are monitored in real-world environments, to date, the diary is the

only validated tool that can provide useful information on the participant’s

self-assessed motor state in unsupervised environments [79]. Although the

diary is a subjective assessment tool and not always accurate, (e.g., dyski-

nesia may be confused with tremor [80]), it represents a reference system for

the development of automated motor state recognition techniques. In this

context, the idea is to train machine learning (ML) algorithms to recognize

’ON’-’OFF’ and ’DYSKINESIA’ motor states using IMU data by first se-

lecting appropriate features and using participant diaries as labels for the

motor states.

4.4.2 Participants and Measurement Protocol

People with PD were recruited as part of the Medical Research Council

(MRC) Confidence in Concept (CiC) funded study “Translating digital

healthcare to enhance clinical management: evaluating the effect of medi-

cation on mobility in people with Parkinson’s Disease” (ISRCTN Number:

13156149, https://www.isrctn.com/ISRCTN13156149). This study is also

a sub-study of the Mobilise-D – Clinical Validation Study (REC reference:

20/PR/0792) [81]. A convenience sample of 30 people was defined based

on the Consensus-based Standards for the selection of health Measurement

Instruments [82]. Participants’ clinical and demographic characteristics are

presented in Tab. 4.6.

Ethical approval was obtained from the London - Westminster Research

Ethics Committee (REC reference: 21/PR/0469) and the study was carried

out in accordance with the Declaration of Helsinki [83]. All participants were

aged 18 years or older, had clinical diagnosis of PD according to the recent

criteria of the Movement Disorder Society [84], were in Hoehn and Yahr

stage 1 to 3, on stable Parkinson’s disease medication, and were able to walk

4 meters independently. Participants were initially screened to determine

eligibility prior to being enrolled in the study [85–91]. At the end of the visit,
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Table 4.6: Demographic and clinical characteristics of participants recruited
for the study

Characteristics Mean ± Std.Dev
Median

(Min-Max)

Males-Females
n= 22-8

Age (years) 63±9

BMI (kg/m2) 26.2±4.2

Disease duration
(years)

5 (1-17)

Hoehn and Yahr stage
n (%)

I: 1 (3%)
II: 29 (97%)

MDS-UPDRS Part III
(0-132)

30 (7-43)

for the 7-day remote monitoring period, they were equipped with: an IMU

device (Axivity AX6, dimensions 23 × 32.5 × 8.9 mm, weight 11 g, sampling

frequency 100 Hz, accelerometer and gyroscope ranges of ± 8 g and ± 2000
o/s, respectively); a smartphone that collected contextual information; and

a smartwatch, that, via a customized Smartphone App, reminded them of

the medication intake times and allowed them to confirm the medication

intake. Finally, a paper-based diary was provided to annotate motor states

(with a granularity of 30 minutes), particularly OFF (filling the time slot

with the character ”O”) and dyskinesia (filling it with the character ”D”).

Each diary included only 16 hours a day (from 6 AM to 10 PM). Fig. 4.14

shows an example of a completed diary. The monitoring lasted one week.

4.4.3 Data Processing

Among the 30 participants involved in the study, 26 were selected, and 4

were excluded due to data unavailability. Data were continuously logged

for 7 days and then downloaded to a computer. A MATLAB®-validated-

algorithm [73, 93] was applied to accelerometry raw data to identify walking

bouts (i.e. a walking bout is characterised by a minimum of three steps )

and for each walking bout other outcomes such as gait speed and step count.

The purpose of this study was to train a ML algorithm to identify ’ON’,
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Figure 4.14: Diary example used by participants during the experimental
campaign. ’O’ identifies the OFF state while ’D’ is the Dyskinesia state.
Each square is considered as half an hour. [92]

’OFF’, and ’DYSKINESIA’ states using raw inertial data (accelerometry

and gyroscope data) and selected feature; the participants’ diaries were

used as reference data for the motor state. Gait analysis outcomes and

medication intake times were used as ancillary data to better interpret the

obtained results. The block diagram in Fig. 4.15 describes the procedure

adopted in the analysis. After the recording phase, the raw data from the

accelerometer and gyroscope (both triaxial) were considered.

- 7 days 24/24h Recording  
- Diary Annotation  

- Everyday Life Enviroment 
 

Data Collection Data Processing

- Raw Signal Segmentation 
- Frequency Analysis 

- Data Labeling 
- Feature Computation 

 

-Training and Test Phase 
- Best Network Evaluation 

- Classification Performances 
 
 

Classification

Figure 4.15: Flow chart describing the main process of experimentation.
[92]

Fig.4.16 shows an example of accelerometer data acquired during a par-
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ticipant’s normal daily activity over 24 hours. The medication intake time

is highlighted in each axis with different colours.
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Figure 4.16: Raw acceleration data for each axis during the one-day record-
ing. Vertical lines indicate the medication intake time. [92]

The objective of this procedure was to check whether the harmonic con-

tent of interest was also present in the intervals in which the participant

declared to be in an ’OFF’/’DYSKINESIA’ state.

In Fig. 4.17, the graph on the left shows 5 minutes of an accelerometer

trace of a participant who reported being in the OFF state. From the gait

analysis data, it can be deduced that the person was not walking at that

specific time.

Next, the Fast Fourier Transform (FFT) of the signal was performed

(Fig. 4.17, graphs on the right), and in this example, it can be seen that

two tones, in particular, emerged along the z-axis: one at 2.5 Hz and one

at 5 Hz. The same procedure was performed for each participant, for each

of the recorded days, and it was observed that these two tones occurred in

those intervals labeled as OFF state, in the participants’ diaries.

Based on these considerations and the knowledge that some motor symp-
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Figure 4.17: Time series of acceleration (left) and detrend spectrum (right)
considered over a 5-minute observation window across 3 dimensions (x,y,z).

toms such as tremors can be associated with a characteristic frequency range

(e.g. Rest tremor can be in the range of 4-6 Hz) [94], we considered the fre-

quency information present at 2.5 Hz and 5 Hz. These frequencies were

chosen as they are associated with motor symptoms (such as tremors) and

to exclude frequencies associated with walking (2 Hz) [95]. For each par-

ticipant, the entire signal was divided into 10-second windows and filtered

with a third-order Savitzky-Golay with a frame length of 51 samples, and

for each of these, the FFT was calculated by selecting and saving the har-

monic content only in the frequencies of interest. Subsequently, the two

harmonic contents were summed up point by point (an example is provided

in Fig. 4.18) and labelled using the diary annotations.

4.4.4 Data Analysis

The implementation of ML models for the classification of ’ON’, ’OFF’,

and ’DYSKINESIA’ was carried out in MATLABTM R2022a (Mathworks,

Natick, MA) to identify possible features that can objectively describe motor
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Figure 4.18: Time evolution of amplitudes related to the frequencies of
interest (2.5 Hz and 5 Hz)

symptoms. The first step is to define the classes, in particular:

• ON state identified as Class 0;

• OFF state identified as Class 1;

• DYSKINESIA state identified as Class 2.

After processing and labelling the data, feature extraction was per-

formed. 6 features already adopted in the literature to identify and dis-

tinguish pathological movements voluntary movements, and OFF/ON state

in inertial data were considered [80], [39]:

• Average, i.e. the mean value of the signal, previously computed as the

sum of each-axis component;

• Squared sum on time domain signals containing only 2.5 and 5 Hz

frequency components under 25th percentile;
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• Squared sum on time domain signals containing only 2.5 and 5 Hz

frequency components under 75th percentile;

• Maximum of the signal spectrum;

• The average of the difference between the maximum and minimum

peaks of the time domain signals containing only 2.5 and 5 Hz fre-

quency components;

• Signal Energy.

The features above were computed for both accelerometer and gyro-

scope data, extrapolating only 2.5 Hz and 5 Hz components, over 5-minute

segments, assigning the same label to all computations belonging to the

same 30-minute interval, which is the resolution provided by participants’

diaries. Before moving to the training phase of the classification, the data

were normalized employing the Z-score method [96]. However, 70% of the

dataset was used for the training phase, where classes were represented in

a balanced way and 30% for the testing phase.

Results

The ML models implementation was carried out using MATLAB®. Ma-

chine Learning Tool was adopted to select the best ML models for the pro-

cessed data. In detail, a first test was performed on the three-class problem

(0,1,2) and a second test was executed to discern binary output (classes

0,1), where class 1 includes all samples previously belonging to classes 1

and 2. The most accurate networks in the training and test phases were: i)

a kNN network for identifying the three classes; ii) a Fine Tree (FT) tool

to classify only the ON-OFF classes . In case (i) the kNN network was

trained to distinguish the three classes (ON, OFF and DYSKINESIA) and

the overall test accuracy was 83.63%. The test phase confusion matrix is

shown in 4.19; the values predicted correctly by the network are shown on
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the main diagonal, and it can be seen that class 0 was predicted correctly

with an accuracy of 96.80%, class 1 with 74.31%, and class 2 with 80.90%.
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Figure 4.19: Confusion Matrix of test phase when 3 classes are considered.

Tab. 4.7 shows the classification performance expressed by four indices:

Precision, Recall, F1-score, and Specificity. These indexes were calculated

for each class: particularly relevant is the specificity that gets values higher

than 0.8 for all classes. As evident also from the confusion matrix in Fig6,

the classifier mis-classified class 1 for class 2 and vice versa. This led the

authors to consider classification step (ii) which involved only the recogni-

tion of two classes. Class 2 was incorporated into class 1 and the FT tool

obtained a test accuracy of 95%.

Table 4.7: Classification Performance Results in Test Phase with 3 classes

ON [0] OFF [1] DYSK. [2]

Precision 0.988 0.743 0.809

Recall 0.907 0.891 0.616

F1 Score 0.937 0.810 0.700

Specificity 0.981 0.804 0.959
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Fig. 4.20 shows the confusion matrix and on the main diagonal, it can be

seen that the correct predictions are above 94%. The performance indices

show a general improvement for class 1, in particular, as it can be seen in

Tab. 4.8, the Precision index goes from 74% in the i) case to 96% in the ii).

For class 0 all indices are greater than 94%.

94.90% 

96.10% 

3.90% 

5.10% 

0

1

0 1

Predicted Class

Tr
ue

 C
la

ss

484 18

26 447

Figure 4.20: Confusion Matrix of test phase when 2 classes are considered

Table 4.8: Classification Performance Results in Test Phase with 2 classes

ON [0] OFF [1]

Precision 0.949 0.961

Recall 0.964 0.945

F1 Score 0.957 0.953

Specificity 0.945 0.964
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Discussion

The goal of this study was to identify ’ON’, ’OFF’ and ’DYSKINESIA’

states from a single IMU’s data collected in people with PD during every-

day life, in real-world environment. The identification of these states could

help clinicians to check the effectiveness of dopaminergic treatment and to

assess how the disease is progressing. In this work, the aim was to find

associations between inertial data and labels obtained from the diaries that

participants completed during the week of recording. Several studies have

discussed about the ’ON’, ’OFF’, and ’DYSKINESIA’ states classification

[35],[80],[36]. Specifically, in [35],[80], the authors goal was to identify only

the ’ON’ and ’OFF’ classes, while in [36] the identification of the ’DYSKI-

NESIA’ class is also included. In these studies, classification was performed

from inertial data from multiple sensors placed on the participant’s body

and labels were assigned by an external observer under supervised condi-

tions. In this case study, we aimed to identify the three motor states from

a single inertial sensor, so as to reduce the number of wearable devices and

consequently participants’ burden. A limitation of this study is represented

by the use of a diary as a self-assessment tool. This instrument involves a

subjective component that must be taken into account. To date, however, it

represents a validated method to be used to get daily reports on the partic-

ipant’s status [79]. The preliminary results obtained from the combination

of data from a single sensor and diaries are encouraging: in the case of the

three-class classification, an overall test accuracy of 84% was achieved while

in the two-class case, the accuracy value reached 95%. These results mark

a good starting point for the development of automated measurement sys-

tems capable of analyzing data acquired from wearable technology in the

real world.
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4.5 Final Observation

This chapter aimed to verify the use of inertial sensors and data process-

ing techniques applied to a medical context. In the first analysis, classi-

fication algorithms were trained to recognise simulated pathological move-

ments. The accuracy results obtained show that the features assumed in the

simulation phase also perform well in the application case. Laboratory ex-

perimentation was followed by verifying the characteristics of real acquired

data. In particular, the dataset is characterised by a group of people with

PD and a control group of healthy subjects. The study showed how trained

machine learning algorithms can distinguish between the two groups with

good accuracy. This shows that the features hypothesised in Chapter 3

are generalisable and can distinguish tests performed by PD patients from

healthy ones. In the last section, building on the previous encouraging re-

sults, an experimental campaign characterised by 24 PD patients monitored

remotely by an inertial sensor is described and analysed. A single sensor

placed on the lower back was used for 7 days 24 hours a day. The aim was to

analyse the accelerometer time series and combine it with information from

the diaries filled in by the patients to automatically identify motor states

(ON-OFF-DYSKINESIA). The information and results obtained can be a

starting point for developing an automatic measurement system that can

acquire and process data in real-time and remotely. A tool that can provide

objective disease results, helping the doctors in increasingly accurate and

timely diagnoses.
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Chapter 5

Sport Field: IMU device to

objectively evaluate

coordinative abilities and

reaction time

An automatic measurement system characterised by wearable inertial sys-

tems and data analysis algorithms described in the previous chapters can

also find wide application in the field of sport. In particular, inertial sen-

sors can be valuable measurement tools to be used to assess coordination

abilities in healthy people.

5.1 The research motivation

Monitoring coordinative abilities in sports applications is often carried out

by trainers who adopt subjective protocols and evaluations not supported

by repeatable and reproducible measurement setups. This often leads to un-

reliable evaluations that do not allow us to quantify the positive or negative
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effect of some training in a simple way. The measurement of coordinate and

conditional capacities during physical exercise, such as the reaction time to

an external stimulus, can provide essential information to enhance cognitive

and physical skills on performance. In this scenario, the rapid spreading of

wearable devices able to capture human movements and provide data to the

users could be a useful instrument to face the problem of simplifying the

development of automated, repeatable, and reproducible measurement pro-

cedures easily adopted by a community of athletes or coaches. The aim of

this chapter is to demonstrate how algorithms and devices used in medical

applications can also be easily adapted to sports contexts. In this regard,

the following aspects will be addressed: i) analysis of standard methods used

for motion assessment during sports training ii) validation of a measurement

set-up characterised by IMU for the objective measurement of reaction time

and coordination; iii) development of an automatic measurement protocol

and extraction of useful features to characterise and extract information in

training phases; (iv) assessment of coordination abilities in different groups

of athletes differentiated by age and gender.

5.2 Standardised method to evaluate coordinative

abilities

Coordinative abilities are neuro-motor characteristics that distinguish our

movements [97], which influence the learning and refinement of new motor

acts and their stability over time. Coordination allows people to perform a

movement, or group of movements, with better quality and effect [98]. Fur-

thermore, these abilities promote the efficient execution of motor actions

under a variety of conditions, enhance the restructuring of movements in

high-performance training phases, improve basic and applied motor abili-

ties, and aid the use of conditional abilities [99]. Indeed, they are the basis

for learning and improvement of technical abilities and are in close coop-
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eration with conditional abilities [100]. Body movement is determined by

the individual’s ability to effectively use the surrounding environment in-

formation [101] and coordinative training interventions can be fundamental

in enhancing also cognitive abilities, on which functional motions deeply

depend [100]. The most common assessment of neurological efficiency is

reaction time [102, 103]. Reaction time is the period between the onset of

stimuli and the initiation of reactions to them. This factor is a valuable

indication for investigating central nervous system ability and motor func-

tion [104]. Recent work states that maintaining a good state of reaction

time training can help us to improve our ability to concentrate and overall

performance [105]. Body training is a fundamental practice, but training

coordinative capabilities are equally important, and rarely it is considered a

specific training program. Authors in [106], reported that subjects with bet-

ter visual information acquisition abilities perform better. For instance, an

athlete with a trained visual system performs better in comparison with an

athlete of similar characteristics, but with a less performing visual system.

To evaluate reaction time, a possible methodology concerns oculo-manual

examinations, such as the Ruler Test (RT) and Tapping Test (TT). These

tests are often used as an indicator for visual control, hand-eye coordination,

and response time [102, 107]. To date, the handling of these tests is gener-

ally carried out by an operator. In recent years, technological devices have

been implemented to evaluate body or anatomic section movements under

different stimuli and motor tasks and their related reaction time [108], [109].

Gesture recognition devices that detect limb motions in space and time can

provide essential information about patients’ coordinative abilities, partic-

ularly in the pathological field as a valuable tool for diagnosis and disease

monitoring [110].
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5.3 Experimental validation of wearable technol-

ogy in sports applications

To introduce inertial sensors in coordination tests, it is necessary to imple-

ment a validation process that compares the proposed new measurement

methods with standard ones.

5.3.1 Participants and Test Procedure

Twenty voluntary students, 11 males and 9 females, from the University

of Cassino and Southern Lazio, were enrolled and selected in the study

during an internship activity. The study was limited to individuals who self-

identified their dominant hand as preferred for writing, performing sports

activities, using a tool or leading out in movement. The participants were

divided into a group of 10 for RT, 6 male and 4 female (Mean Age 22.6,

ranged from 20 to 26) and a group of 10 for TT 5 male and 5 female (Mean

Age 23.3, ranged from 22 to 24). After being adequately informed about

the prerequisites for participation before testing, all students underwent two

testing sessions on two non-consecutive days, at the same time of day, in

the following order: ruler test, tapping test. Participants were instructed

to avoid eating large meals and consuming caffeinated beverages for two

hours before testing (formerly coffee, cola or tea) and to avoid smoking and

drinking alcoholic drinks for at least 24 hours before the exam. Subjects

had to be fully hydrated (due to summer temperatures) and were asked

to avoid intense exertion or physical activity for 24 hours before testing.

Dangling jewellery, watches, bracelets or earrings had to be removed as they

could impede instrumentation. Subjects with injuries or diseases or who

were not in good health were excluded from the study. All students were

familiarized with the testing procedures one hour prior to the tests. This

project was approved by the Institutional Review Board of the University of

Cassino and Southern Lazio (No. 11253.2021.05.12). Before participating
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in the study, subjects have been informed in detail about the protocol.

Moreover, informed consent and authorization about benefits and risks have

been obtained in accordance with the Declaration of Helsinki for Human

Research of 1964. Tests were conducted using the IMU sensor validated in

Chapter 3. For each test subjects repeated the trials 20 times, with a time

interval between each trial for data storage and parameter adjustment (30

s). During the break, the user was instructed to assume a resting position.

Protocols from two previous studies were referenced for both tests [111],

[112], and only the dominant limb was evaluated.

Ruler test

Participants were asked to sit at the edge of a table, elbow on the surface,

and wrist extended over the side. The sensor was attached to one of the

ruler’s ends. The observer held the ruler in the air between the participant’s

thumb and fingers without touching it, aligning the zero point with the

participant’s fingertips. When a participant was ready, the observer dropped

the ruler without notice, and the subject should catch it as soon as he saw it

fall. The distance travelled by the ruler before catching will be measured in

centimetres. The data were used to calculate the reaction times by applying

the standard formula described by eq. 5.1 [113].

t =

√
2d

g
(5.1)

where d is the distance and g is the gravity acceleration.

Tapping Test

During the tests, the subject’s hand rested flat on a desk surface, with

the fingers extended and the index finger on the counting device. The

subject’s elbow was placed on the desk with a 90-degree extension. The

sensor was placed on the second middle phalanx of the dominant hand,
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and participants were instructed to tap as many times as possible in a

10-second timeframe, flexing and extending the metacarpophalangeal joint

of the tested index finger. Sensor acquisition started as the subject had

performed the first movement of the index finger and ends when the 10

seconds expired. The recovery phase between a trial and subsequent was

set to 30 s (3 times with respect to trial time), to complete spent energy

restoration (anaerobic metabolism), permitting to perform all 10 trials in

optimal physical condition. The data acquired by the sensor were compared

to those collected by the observer’s counting and a dedicated application

(CNS Tap).

5.3.2 Measurement set-up

An experimental protocol for testing was defined and, as can be seen in

Fig. 5.1: two different setups were implemented. An inertial measurement

unit (IMU) was used to make the objective measurements during the RT

and the TT. The employed sensor acquisition parameters were: a sampling

frequency of 100 Hz, an accelerometer range of ±4g. In the first test (Fig. 5.1

a), the sensor was anchored to the subject’s index finger and in the second

test (Fig. 5.1 b) the device was placed on the ruler; in both cases, the inertial

data was sent to the PC via Bluetooth. The data collected by the device

were compared with those conventionally evaluated by the operator.

The data collected by the device were analyzed by the implementation

of dedicated algorithms able to: 1) calculate the subject’s reaction time con-

sidering data from ruler tests; 2) count tapping events in a specific interval

using tapping tests data. Fig. 5.2 displays the algorithm block diagram that

describes the procedure used to calculate features of interest. Fig. 5.3 shows

the result obtained during a ruler test, in particular the first line shows the

x-axis acceleration data, while in the second line we can observe the time

interval spent by the subject to take the ruler. In this test, the computed

reaction time is 0.23 s. In Fig. 5.4, acceleration data during the tapping test
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Figure 5.1: Measurement set-up to realise tapping (a) and ruler (b) tests.
[20]

Figure 5.2: Block diagram describes the logical procedure and the main
characteristics of the algorithm.[20]

are shown and it could be seen how the algorithm computed and highlighted

about six taps per second (each red circle on the signal picture (Fig. 5.4 is a

tapping detection). The signal peaks represented the instant when the sub-

ject index finger pressed on the thumb. In addition, in the case of the RT,

the x-axis only has been considered, since the ruler has been aligned with

the IMU x-direction. For TT, acceleration along z-axis has been considered

because the main tapping movement was realised in such a direction.
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Figure 5.3: Ruler test result: the first row shows the acceleration data along
x axis, in the second row is displayed subject reaction time.[20]

Figure 5.4: Acceleration data along z axis during tapping test: the tapping
instants are highlighted.[20]
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5.3.3 Results

After the processing data, a statistical analysis was carried out. Table 5.1

presents a summary of the subjects’ anthropometric measurements, data

are expressed as mean value and relative standard deviation. A descrip-

tive analysis was conducted to verify the data distribution. A preliminary

analysis of the results of both tests was carried out with the Shapiro–Wilk

normalization test on different sets of data. In the first set, all collected

data were analysed together; in the second one, the results were divided by

gender. In both cases, and for both tests, the results were not normally

distributed. Then, a nonparametric Repeated Measures ANOVA analysis

was carried out.

Table 5.1: Mean and standard deviation of both genders anthropometric
measurements

Age (years) Height (m) Weight (kg) BMI kg/mˆ2

Male 22.8 ± 1.2 1.76 ± 0.10 74 ± 12 24.0 ± 1.6

Female 23.1 ± 2.0 1.600 ± 0.036 54.9 ± 7.0 21.5 ± 2.3

In Table 5.2 RT data, measured by mean of two measurements methods

(Observer and IMU sensor), are shown. Data are expressed as mean value

and relative standard deviation. As highlighted in Table 5.2, a significant

difference was found between the two types of measurement, although the

IMU sensor provided lower mean reaction time values than the observer

measurements. In particular, the percentage difference between observer

and IMU measurements less than 5% (4.7%) was observed.

The mean values and standard deviations of the TT results are shown

in Table 5.3. In the TT case, the results for the three different measure-

ment methods (Observer, App, IMU sensor) were not statistically different

and were comparable. The difference between each test was less than 3%

(ranging from −2.99% to 3.51%).
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Table 5.2: Mean and standard deviation of RT reaction time expressed in
seconds for different measurement methods

Observer (s) IMU sensor (s)

All 0.170 ± 0.029 0.160 ± 0.031

Male 0.170 ± 0.029 0.160 ± 0.032

Female 0.170 ± 0.028 0.160 ± 0.031

Table 5.3: Mean and standard deviation of TT number of taps in 10 s for
different measurement methods

Observer (tap/10s) App (tap/10s) IMU sensor (taps/10s)

All 61.0 ± 7.0 61.4 ± 6.5 62.3 ± 5.9

Male 53.0 ± 8.2 61.8 ± 6.7 61.4 ± 7.7

Female 59.1 ± 4.9 61.1 ± 6.2 60.6 ± 2.1

Discussion

Participants were all young subjects and were homogeneous in gender, age,

and BMI. In fact, data analysis showed that the population was normal

weight with a BMI value between 18 and 25 kg/m2. The comparison of

the two approaches employed in RT showed statistically different results:

in detail, the IMU sensor reported lower response time values than the

observer measurements. Simulating voluntarily entered errors, movements

ranging from 0.1 cm to 1 cm cause reaction times that can differ from 0.4

ms to 4.6 ms, approaching our percentage difference of 4.7%. Measurement

becomes significantly more objective using IMU, in order to remove the

observer’s error. In TT, differences between the data collected by the three

distinct measuring methods were negligible, so the test can be performed

by all three methods. The IMU sensor allows a quantification of the range

of motion, which is a useful indicator of neuromuscular fatigue in terms of

coordination ability, as evidenced by the graph 5.5, the number of taps has a

decreasing trend between the first and last repetition for each subject. This

physiological decline could be linked to exhaustion which may cause a change
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in the acceleration between the first and last trial. In this case, the IMU

might be used to normalize the amplitude and utilize it as the coefficient of

a linear line crossing between the first and final values, which will have a

decreased amplitude. The absolute value of the resulting equation’s angular

coefficient might be referred to as the coefficient of fatigue. As can be

documented in Fig. 5.5, the coefficient of the equation interpolates in all

the average peak values of the 20 performed trials, and it is shown that the

decrease is minimal. This is evidence that the subject was able to perform

each trial at maximum energy efficiency. Thus, it can be said that the 30 s

of rest between trials was sufficient for a full recovery. The IMU sensor can

be used as a tool to identify the fatigue index represented by the coefficient

in the equation if the times imposed in the test are different. That is, test

execution times higher than 10 s and recovery time less than or equal to 30

s. In this way, neuromuscular efficiency can be represented by the fatigue

index. Furthermore, it could be a representative indicator of neuromuscular

efficiency or a useful parameter in medical rehabilitation for evaluating the

type of rehabilitation and type of performance (e.g., dexterity sports). It is

recommended that the recovery time be higher than three times the exercise

time.

5.4 Development of automatic measurement pro-

tocol

In this section, an automatic measurement protocol for the assessment of

coordination abilities based on the use of IMUs integrated into wearable

devices is proposed. A novel protocol based on the ruler and tapping tests

and a set of objective key performance indicators, derived from IMU mea-

surements, to assess the test outcome. In detail, the protocol is based on

the sequence 1) ruler test; 2) tapping test; 3) ruler test. Starting from

such considerations, the present section is mainly devoted to i) proposing
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Figure 5.5: Fitting curve calculated from the mean amplitude of the peaks
obtained during the tapping trials by each subject

a measurement protocol to have both training and evaluation purposes for

sports people, capable of producing a detailed and easy-to-read report on

their physical status; ii) creating an automated measurement set-up, which

is able to capture movements through the use of an Inertial Measurement

Unit (IMU) and process the acquired data in real-time to estimate several

quantities of interest.

5.4.1 The measurement protocol

In this study, eighteen voluntary students from the University of Cassino

and Southern Lazio are involved. In particular, 9 males and 9 females took

the test during an internship activity in the framework of the Motor Science

Course. For each subject, anthropometric data that are age, length of the

index finger used for the tapping test, weight, and height are collected.

More in detail, height and weight are combined in a synthetic parameter

that is the Body Mass Weight (BMI). Fig. 5.6 describes anthropometric
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information for each subject, while in Tab. 5.4, the mean and standard

deviation of the main information of the group are reported. For a complete

overview, information on sports and personal activities has been requested

and summarized in Tab. 5.5. Participants are informed about the structure

of the protocol and the execution of the tests. In detail, they are asked to

perform a test containing three different exercises in the following order:

ruler test; tapping test; ruler test. The first exercise with the ruler shows

the reaction time at rest, then they are asked to perform the tapping test in

an energy-exhausting fashion, and, finally, the ruler test is repeated again

to highlight any possible change in the reaction time after the tapping test

task. To record the inertial data of the different tests, the sensor is fixed by

the operator on the ruler for the RT and the index finger of the dominant

hand for the TT; Fig. 5.7 shows the position and orientation of the sensor

in the three different phases described above. Data acquisition starts at

the beginning of the test and stops after the last ruler test. At the end

of each test, the data are saved in the cloud via the proprietary app. This

project was approved by the Institutional Review Board of the University of

Cassino and Southern Lazio (No. 24777.2022.12.12). Before participating

in the study, subjects have been informed in detail about the protocol.

Moreover, informed consent and authorization about benefits and risks have

been obtained in accordance with the Declaration of Helsinki for Human

Research of 1964.

Table 5.4: Mean and standard deviation of the anthropometric data of all
subjects

Information Mean (µ) Std. Dev. (σ)

BMI [kg/m2] 23.31 3.63
Finger Length [cm] 8.69 0.89
Age [y] 25.33 3.71

81



CHAPTER 5. Sport Field: IMU device to objectively evaluate
coordinative abilities and reaction time

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Subject

10

20

30

40

A
g

e

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Subject

0

10

20

30

B
M

I 
[k

g
/m

2
]

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Subject

0

5

10

In
d

e
x
 F

in
g

e
r 

le
n

g
th

 [
c
m

] 
 

Figure 5.6: Anthropometric data evaluated for each subject

Figure 5.7: Measurement protocol: the IMU sensor orientation and posi-
tioning during the three exercises

5.4.2 The developed set-up

To perform objective measurements MMR IMU sensor has been adopted

both for ruler and tapping tests, according to the measurement protocol

explained before. Pictures of the set-up arranged for each test can be seen

in Fig. 5.9. In detail, in Fig. 5.9a, two people are involved to perform the
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Table 5.5: Sports and activities done in free time by each subject

Activity Subject IDs

None ID1; ID17
Play Guitar ID2;ID10;ID16
Gym ID3; ID4; ID7;ID10;ID14
Videogames ID4;ID5;ID6;ID8;ID16
Basket ID5
Padel ID6;ID8;ID13
Tennis ID8
Dance ID9;ID14;ID15
Body Building ID10
Taekwondo ID11
Weightlifting ID12;ID13
Swimming ID14
Athletics ID14
Football ID16
Fitness ID18

ruler test. The first one keeps the ruler and, at a random instant, leaves it

falling, while the second person should catch it in the fastest possible time as

soon as the ruler is left in falling mode. Fig. 5.9b reports another voluntary

person performing the tapping test. In this case, the only constraint is

represented by the tapping amplitude that must be as close as possible to

the one indicated in the handcrafted background panel, equal to 4 cm.

The operations of setting sensor parameters and uploading data are car-

ried out via Metabase’s proprietary application [114], and the MMR com-

munication technology is based on the Bluetooth Low Energy 4.0 Smart®
module.

Acceleration data are acquired via the MMR by setting a sampling rate

of 100 Hz and a range of ±8g, where g is the gravity acceleration constant,

equal to 9.81 m/s2. The overall test duration is not fixed because it depends

on the subject’s endurance time during the TT. Once the data has been
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Figure 5.8: The implemented setup is characterized by sensor, devices, and
technology used in the acquisition data process

acquired, it is stored in a cloud and then downloaded to a PC for analysis.

It is worth noting that the setup is composed of three elements: the IMU

sensor, a gateway device, and a PC. In order to minimize the hardware

impact, the setup could also be composed of the sensor and the PC only.

Nevertheless, for flexibility reasons and to fast execute the tests, a tablet has

been used as a gateway in order to exploit Bluetooth low-distance ranges,

without the need to have the processing unit close to the test location.

5.4.3 Automated Measurement Algorithm

To analyze the data set, an algorithm (see Fig. 5.11), that receives the raw

accelerometer data of the single test as input and computes the correspond-

ing time intervals of RT and TT activities is implemented.

Table 5.6: Validation of proposed algorithm with respect to golden standard
methods

RULER TEST Mean Value Std.Dev. Overlapped pdf Area

Manual Inspection 0.170 0.029
0.87

Our Algorithm 0.160 0.031

TAPPING TEST (10 s) Mean Value Std.Dev. Overlapped pdf Area

Application 61.4 6.5
0.93

Our Algorithm 62.3 5.9
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(a) Ruler Test set-up

(b) Tapping Test set-up

Figure 5.9: Pictures of the set-up mounted for executing ruler and tapping
tests

The algorithm acquires all raw acceleration data along three axes and

separates those belonging to Ruler Tests from data deriving from the exe-

cution of the Tapping Test.

An example of accelerometer data recorded during a test is shown in

Fig. 5.10. In detail, the shown data consist of a demo test, lasting 8 s, where

the sequence RT-TT-RT is reported. A small amount of data between RT

and TT is discarded since it refers to the sensor position change from the

ruler to the subject’s index finger.

The main operations of the developed algorithms concern the estimation

of reaction time from the ruler test data, by analyzing the accelerometer

data along the x-axis (Fig. 5.11a) and the computation of the number of

taps by considering the accelerometer data along the z-axis (Fig. 5.11b). The
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Figure 5.10: Example of the accelerometric data along the x-axis recorded
during a complete test[115]

axis selection is made by considering the sensor orientation and the main

direction of motion, i.e. the one in which a greater excursion of acceleration

is observed.

Going into deep with the developed algorithm, the main sections are

explained in the following. For the RT algorithm, the MatlabTM routine

findchangepts [116] is used to detect the acceleration abrupt change during

the falling ruler, while for the tap number detection, the findpeaks [117]

routine is chosen. The adopted algorithm has been already validated in our

previous work [20], at least as concerns the estimation of reaction time and

number of taps. Furthermore, in [20], results derived from the IMU sensor

were also compared with standard visual inspection and with those provided

by a Tablet app that used its display as a touch sensor. Particularly, Tab

IV in [20] shows the obtained results that confirm full compatibility with a

confidence level of 95%.

Briefly, the characterization results are reported in Fig. 5.12, in terms of

Gaussian probability density functions (pdf), obtained thanks to the Central

Limit Theorem (n = 400) where a high-level of overlapping is visible, and in

Tab. 5.6, in terms of Mean Value and Standard Deviation (Std.Dev.). Such
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Figure 5.11: Automated measurement algorithm diagram: in part (a) the
procedure to compute reaction time, while in part (b) the process used to
obtain the number of tapping are reported [115]

an overlapping has been quantified in terms of common area in Tab. 5.6

as ”Overlapped pdf Area” column values [20]. The obtained high level of

agreement allows using the automated algorithm instead of manual inspec-

tion and, therefore, by adopting an objective procedure, and increasing the

overall reliability of the obtained results, especially in terms of processing

speed and avoidance of systematic errors, that could occur when human

operators are involved. Clearly, the comparison has been carried out in

a very controlled environment, where all possible systematic errors by the

operators have been fixed.

In its full version, the algorithm performs a deeper analysis with partic-

ular reference to TT.

In detail, the accelerometer data are used to:

• count the total number of taps of the executed test and grouping them

in variable time observation windows;

• compute the intertemps, i.e. the time distance between each couple of

consecutive taps to highlight possible fatigue phenomena that could

arise in the subject;
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Figure 5.12: Distribution of Ruler and Tapping Values for Validation Pur-
pose

• estimate the frequency behavior in total size (whole test duration),

batch size (for specific observation window) of the accelerometer data.

• compute the acceleration excursions: the amplitude of the acceleration

data is calculated and monitored during the whole test execution time.

5.4.4 Obtained results

In this subsection, detailed results obtained through the implemented algo-

rithm are shown for the ruler and tapping tests. Particularly, from the ruler

test, pieces of evidence about reaction time subject by subject and compar-

ison between obtained times before and after exhausting tapping task are
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provided. As the tapping test regards, several processing aspects are con-

sidered, and, particularly, results are grouped as follows: 1) Tap counting

and grouping; 2) Intertemp evaluation; 3) Frequency behaviour observation;

4) Acceleration Amplitude Excursions. The provided results can easily be

accessed by a user through a simple selection in the developed algorithm in-

terface. Particularly, they can be evaluated by a medical doctor to achieve

a personalized report about the subject’s health status and coordinative

capabilities.

Reaction Time Evaluation

The proposed test has been used to evaluate the reaction time in a group

of healthy subjects. In particular, RT is used to evaluate and compare

the reaction time before (RTB) and after (RTA) the tapping test. A bar

diagram in Fig. 5.13 shows the obtained results.
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Figure 5.13: Bar Diagram of reaction times before and after tapping test
evaluated for each subject

The horizontal lines indicate RTB and RTA bounds for all subjects. A

bound is defined as the following interval:
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[Lower Bound, Upper Bound] = [µ− σ, µ+ σ], where µ and σ are the av-

erage and the standard deviation values computed on the whole subject

sample. The red lines define the RTA bound while light blue lines include

the RTB bound. All participants’ reaction times fall into the bound in the

case of RTB, i.e. before carrying out the tapping test. On the contrary, the

RTA, i.e. the reaction time evaluated after the tapping test, has subject-

based specific behavior, not always adhering to the computed bound.

To better analyze the results, the subjects are divided into two groups:

subjects with RTA ≤ RTB and subjects with

RTA > RTB. In Fig. 5.14 (a), it can be seen that 15 out of 18 subjects

do not increase their reaction time, while the remaining 3 have a slight

worsening of it after the tapping exercise, as can be seen in Fig. 5.14 (b).

All summary values of mean and standard deviation calculated for the three

groups identified for the reaction time tests are given in Tab. 5.7. Due to the

inherent nature of the procedure, a single value of RTA and RTB is available

for each subject. Therefore, a detailed analysis of the single-subject effect

cannot be performed. Anyway, it is possible to consider the whole group as a

representative sample of a population, being identified by young and healthy

people. In this approach, results provide an average decrease in the reaction

time after the TT, although the range intervals are partially overlapped.

The idea to repeat the process multiple times on the same subject has an

important drawback: it is not possible to ensure the same measurement

conditions needed to evaluate features such as repeatability and type-A

uncertainty contributions. Moreover, to assess the statistical significance

of results, three statistical analyses, such as the Friedman test [118] and

the Durbin-Conover test (pairwise comparisons)[119], and also the Paired

Samples T-Test [120] have been carried out. For each of them, the obtained

P-values were evaluated and compared with the typical reference level of

0.05. As for the Friedman test, a P-value equal to 0.018 was obtained. As

for the Durbin-Conover test (pairwise comparisons), the P-value was equal

to 0.014. As for the Paired Samples T-Test, considering the Hypothesis
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that the measures (RTA and RTB) have a non-null difference mean value,

a P-value of 0.006 resulted. Therefore, with a confidence level higher than

95%, it is possible to state that there is a statistically significant meaning

between reaction times before and after the tapping test.
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Figure 5.14: Bar chart of reaction times before and after the tapping test
for subjects with improved (a) and worsening (b) RTA

Table 5.7: Mean and standard deviation of reaction times calculated for
each subgroup

RTB
Mean (µ)

[s]

RTB
Std.Dev. (σ)

[s]

RTA
Mean (µ)

[s]

RTA
Std.Dev.(σ)

[s]

All Subjects 0.200 0.022 0.178 0.033

Subjects with RTA<RTB 0.204 0.023 0.169 0.031

Subjects with RTA>RTB 0.192 0.023 0.209 0.017

Tapping Test Results

The tapping exercise is performed between the two ruler tests and the sub-

ject performs it until he/she is exhausted. From the raw data of this test,

thanks to the validated algorithm, several aggregated and individual fea-
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tures, which provide more detail of the subject’s performance, can be ex-

tracted.

Tap counting and grouping

To evaluate the performance of the tapping test, the first observation con-

cerns the number of taps performed during the whole test. As can be seen

in Fig. 5.15 the upper graph shows the total taps obtained for each subject,

and the other plot shows the total time taken to perform the test.
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Figure 5.15: Bar diagrams: the first row shows the Number of Tapping for
each subject; the second row displays the total tapping test time for each
subject

From the results, it can be seen that 4 out of 18 participants showed a

higher degree of resistance during the exercise, managing to perform the test

for more than 20 minutes and scoring more than 4000 taps. On the other

hand, 7 subjects were able to perform the exercise for more than one minute,

while the remaining 7 performed the test for less than one minute. The

variability of the time taken to perform the tapping test until exhaustion

strongly depends on the physiological characteristics of each subject.

Fig.5.16 shows the error bar in the TT. In the first subplot, it can be seen

the mean value and the standard deviation of the number of taps computed
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every 5 seconds for each participant. It can be observed a non-uniform

behavior among participants: specifically, their variability is quantified by

the standard deviation reported as a vertical bar in the plot. To better

illustrate this phenomenon, two limit cases have been considered: ID 5 and

ID 12. The TT evolution of the specified participants has been computed

by spectrogram function and reported in the second and third subplots,

respectively. To make a uniform comparison, only the first 120 s of tests

have been reported for both IDs, as well as the spectrogram settings have

been taken in coherence with the error bar computation settings (5-second-

window, no overlap). The yellow lines in the spectrograms indicate the

frequencies containing the highest power density. As ID 5 concerns, their

high standard deviation value results in a highly variable main frequency

behavior (i.e. the yellow line often changes its frequency position). On

the contrary, observing ID 12’s test trend, a main frequency equal to 3 Hz

is constantly kept along the test’s duration, justifying the lower standard

deviation value.

Intertemp Evaluation

A further processing stage consisted of the assessment of the intertemps,

i.e. the time distance between two consecutive taps. In detail, the in-

tertemp time distribution for each subject during the whole test is shown

in Fig 5.17. Subjects who performed a long test (IDs: 9, 11, 12, and 14)

obtained most intertemps in [0.3, 0.4] s range, while for subjects performing

a shorter tapping test, the overall intertemp distribution generally moves

downward, proving a faster way to tap, which leads to a shorter endurance

time. (Fig. 5.18).

To obtain quantitative overall information about their distribution, the

mean and standard deviation have been calculated for each subject. Ob-

tained results are presented in the form of error bars superimposed on the

mean values and they are shown in Fig. 5.18.
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Figure 5.16: Error bar in Tapping Tests: evaluation of mean value (Avg) and
standard deviation (Std.Dev) for all involved participants. Spectrograms
related to IDs 5 and 12, concerning the first 2 minutes of activities, are
reported in subplots

The results clearly state that the mean values are only an approximation

of the real behavior, since the standard deviation values are generally very

high, especially for subjects performing a short tapping test, while they got

a more stable behavior for subjects having a long-lasting test, as 9, 12 and

14.

To find a possible linear relation between intertemps and test duration,

a fitting procedure has been carried out. Results are presented in a graphic

mode for Subject 18 (see Fig. 5.19) and in terms of the mean and standard

deviation of the obtained angular coefficients in tabular form (see Tab. 5.8).

In detail, table contents are expressed using ms/s measurement unit, just

to obtain higher values easier to be reported and commented. By analyzing

such results, it is evident that the majority of subjects show an increase

in tap intertemps, which could be seen as a fatigue effect due to prolonged

exercise.
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Figure 5.17: Intertemps distribution for each subject during the whole tap-
ping test

In more detail, the obtained results show two different behaviors: i)

subjects increasing the time between consecutive taps; ii) subjects keeping

a nearly constant rhythm during the test (the decrease rate is almost null).

The subjects with an increase in the number of taps were 13, while the

remaining 5 were those who showed no substantial change.

Frequency behavior observation

Another way to analyze the timing during the tapping exercise is the obser-

vation of the frequency behavior. Particularly, we have at least two ways to

Table 5.8: Mean and standard deviation of angular coefficients calculated
for all subjects and their different behaviors - intertemp case

Mean (µ) [ms/s] Std.Dev. (σ) [ms/s]

All Subjects 1.70 1.75

Subjects with increasing
intertemps

2.38 1.60

Subjects with decreasing
intertemps

−0.07 0.06
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Figure 5.18: Mean (Avg) and Standard deviation (Std.Dev) of intertemps
computed for each subject during the tapping test

analyze frequency data: i) perform a Fast Fourier Transform (FFT) on the

whole time sequence data or ii) consider a specific time frame to observe

and use it as input for the frequency transformation.

A snapshot of the frequency analysis performed by the algorithm is de-

picted in Fig. 5.20. The considered processing ways can be seen in the

second and third subplots of the cited figure. It is important to note that

the frequency spectra are obtained after a detrend operation, in order to re-

move the DC component and be able to discriminate frequency components

higher than 0 Hz. Although the results are plotted only for Subject ID 1,

similar considerations can be drawn for the whole population sample. In

detail, the spectrum considering the entire tapping test time series shows a

predominant frequency tone at around 4 Hz, with smaller amplitudes in the

surrounding frequency interval. On the contrary, when only a batch is con-

sidered (the last 24-second case is reported in Fig. 5.20) a general decrease

of the predominant tone frequency location is observed, probably due to a

progressive slowing of the tapping rate, still imputable to the fatigue effect

the subject experiences.
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Figure 5.19: Example of linear fitting for intertemps versus task execution
time - Subject ID: 18

Acceleration Amplitude Excursions

The last proposed processing stage regarding the tapping test is the analysis

of the amplitude of the acceleration signals. Indeed, although the subjects

were required to get a fixed-angle excursion during the test, the way they got

it was not uniform and generalizable. For this reason, after analyzing the

time and frequency behaviors, we put our attention also to amplitude values.

Symmetrically, we performed the same processing stages as the intertemp

case, so it is possible to note their distributions (see Fig. 5.21) and the linear

fitting versus time. In Tab. 5.9, information about the angular coefficients

of the fitted lines is reported.

To get the same information level, we should consider that the fatigue

effect in this case should correspond to a decrease in the amplitude values

and, consequently, to a negative angular coefficient in the fitting process.

That is the case of 14 subjects over 18. It is important to highlight that

most subjects exhibit a reduction of the reaction time together with an

increase of the intertemp trend and a decrease of the amplitude behavior

versus time. This could be a joint phenomenon to be considered as a whole
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Figure 5.20: Time and frequency behavior observation - Subject ID: 1.
Particularly, the frequency spectrum is reported for the whole test duration
and considering only the last 24-second interval (batch mode)

Table 5.9: Mean and standard deviation of angular coefficients calculated
for all subjects and their different behaviors - amplitude excursion case

Mean (µ) [mm/s3] Std.Dev. (σ) [mm/s3]

All Subjects −64 73

Subjects with increasing
amplitudes

11 10

Subjects with decreasing
amplitudes

−86 69

for a medical doctor to assess a subject’s performance level.

5.4.5 Results Discussion

In several cases, the literature demonstrates that reaction time might pro-

vide an indicator of the central nervous system’s ability to receive and syn-

chronize movement conveyed by the peripheral nervous system [121]. This

cognitive-motor relationship is essential for several areas of everyday life. In

this investigation, we utilized the TT to determine the fatigue index result-

ing from repeated movements, of eighteen young and healthy subjects. The
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Figure 5.21: Acceleration amplitude distribution for each subject during the
whole tapping test

participants were required to complete the test in an exhaustion modality.

Indeed, subjects were instructed to execute the tapping task at the highest

pace they could sustain. In addition, we determined that each tap must

accomplish a minimum excursion of four centimeters. To ensure that the

imposed amplitude was maintained consistently, the minimum amplitude

to be maintained was indicated through a red line. A purpose-built box

was made to conduct the tests. Furthermore, utilizing RT allowed for the

completion of further evaluations in order to have a better understanding

of the effects that repetitive motion has on the anatomic body districts and

motor tasks. As a matter of protocol, subjects performed an RT before

(RTB) and after (RTA) the TT.

The measurements and results obtained during the TT could lead to the

definition of a fatigue coefficient. In particular, the increasing intertemps

and decreasing amplitude, discussed in the previous section, can be an in-

dication of fatigue occurring during a repetitive exercise performed at max-

imum speed.

However, when the TT is done at a maximal pace, the frequency lowers

in a matter of seconds, indicating the onset of muscular exhaustion. Fa-
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tigue could be task-dependent, as are the factors that lead to decreased

motor performance during quick and repeated activities [122]. Even though

the length of effort is equal, it is feasible to hypothesize that the physiolog-

ical processes behind fatigue induced by rapid and repeated finger tapping

differ from those behind fatigue induced by an isometric contraction [123].

On the other hand, some subjects maintained a fairly constant rhythm while

performing the test: in the case of isometric muscular contractions, these

processes have been widely explored; they involve changes in excitability in

both the spinal cord and M1 networks [124]. During rhythmic motions per-

formed at maximal speed, peripheral exhaustion in muscle fibers and neu-

romuscular synapses reduces the effectiveness of muscle contractions [125].

Nonetheless, alterations in the excitability of spinal and supraspinal re-

gions also define fatigue in these motions [126]. At the cerebral level, the

excitability of the inhibitory interneurons of the M1 rises as maximal move-

ment speed declines [127]. Fatigue during the tapping test does not affect

central muscular drive or force loss, and some evidence suggests it may

involve motor rhythm creation [128]. In addition, exhaustion during an

activity such as tapping may alter the activation-time sequence of agonist

and antagonist muscles, with co-activation increasing as fatigue grows. This

indicates that the muscles involved in moving the index finger are activated

simultaneously, reducing their pace of execution [129].

Based on our results, it is reasonable to hypothesize that skeletal muscle

fiber activation may be responsible for changes in reaction time. The chem-

ical energy supplied by metabolic processes is converted into mechanical

energy by the muscle fibers, which, working on the bone levels, culminate

in movement. When the load is minimal, type I fibers are the most ac-

tive, but type II fibers become more operative as the demand for force

increases [130]. Muscle fibers expand when stimulated and contract when

inactive [130]. This is because exercise causes an increase in myofibrils,

which increases the size of muscle cells overall [131]. The central nervous

system recruits motor units based on the size of the fibers, beginning with
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smaller and less powerful excitable fibers compared to bigger and more

powerful fibers since the size of the fibers affects their potential to generate

force. Phasic motor units, instead, include mayor-size motor neurons, have

a higher interval discharge frequency, and have a much greater electrical

pulse intensity. They are mostly located in the limb muscles [132]. Indeed,

activities requiring dexterity, such as TT, engage the interosseous and lum-

brical muscles of the hand via myoelectric stimulation induced by repetitive

movement. The lumbar interosseous joint is the primary unit involved in

TT movement. The interosseous muscles are palmar muscles and muscle

occupies the space between the metacarpal bones. The lumbar muscles flex

the metacarpophalangeal joints and extend the interphalangeal joints of the

final four fingers of the hand [133].

In terms of RT reaction times, about 16% improvement in post-tapping

was observed in 14 subjects, while about 9% worsening in RTA was ob-

served in the remaining four subjects. The concept of viscoelasticity could

provide an explanation for these findings. Viscoelasticity is the property of

a substance to show both elastic and viscous behavior. Viscosity is directly

related to temperature in an inverse relationship. That is, when tempera-

ture increases, viscosity decreases [134]. In muscles, a similar phenomenon

occurs. The viscosity and hence the passive tension of the whole muscle

structure are decreased by heating the muscle. As the muscle’s elasticity

decreases, its tendency to stretch increases [135]. TT acted as a stimulator

or warm-up, increasing heart rate and, subsequently, blood and oxygen flow

to the working muscle groups, warm-up also decreasing in energy rates ac-

tivation of metabolic chemical reactions, in muscle blood flow and in mus-

cle viscosity [136]. The TT test may promote the viscoelastic properties

of the musculotendinous skeletal system. Temperature increase generates

an enhancement in viscoelastic functions of the muscle, which allows for

faster, more fluid movements with the recruitment of a greater number of

muscle fibers deputed to work [137]. Thus, it is conceivable to assert that

the viscoelasticity of the system is the primary contributor to the result-
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ing enhancement in RTA. In conclusion, viscoelasticity decreases in heated

muscle, resulting in increased flexibility and decreased rigidity, facilitating

movements that require rapidity, as in the case of the two tests considered,

for the assessment of reaction time.

5.5 Coordination ability assessment in age and gen-

der differentiated groups of athletes

In this section, it was presented an experimental campaign to collect nor-

mative data for a sensor-assisted tapping test to evaluate its performance

against a standardized method. The study was conducted on 53 students

aged 21-30 years. Tapping motion was measured with an IMU sensor placed

on the left and right index fingers during five 10-second trials. Differences

were found between the genders, dominant and non-dominant hands, num-

ber of taps, amplitude range, and intertemps. With the sensor, efficient and

accurate assessment of tapping speed and movement kinetics was possible,

making it useful for scientific and clinical investigations of motor function.

5.5.1 Study Protocol

Fifty-three voluntary students from the University of Cassino and South-

ern Lazio were enrolled in this study. In particular, 28 men and 25 women

took the test during an internship activity in the framework of the Motor

Science Course. The procedure for carrying out the tests was based on the

traditional method of execution that corresponds to the Halstead-Reitan

Battery [138]. The TT is one of the tests included in this battery: standard

versions required participants to push a button with their index finger as

rapidly as possible for 10 seconds while a counter recording the number of

presses. Each test was performed five times and then the mean number

of taps performed by each subject was evaluated. The participants were

divided by gender and age group. In our work, we used the same procedure

102



5.5 Coordination ability assessment in age and gender
differentiated groups of athletes

for performing the original test [138] but with an automated system that re-

duces operator-induced error. Compared with the work of Ruffi et al. [139],

it was provided much more detailed in this case study, such as intertemps

and amplitudes, that allow for a better analysis of the subjects considered,

even though only two courts were considered. The experimental protocol

presented in this paper, on the other hand, takes into consideration two

of the four cohorts reported in the work [139], specifically 4 groups were

identified:

• Men aged 16-24 years (Group 1);

• Men aged 25-30 years (Group 2);

• Women aged 16-24 years (Group 3);

• Women aged 25-30 years (Group 4);

All results for both the dominant and non-dominant hand were assessed.

Participants were asked to perform the test for 10 seconds and to repeat it

five times. In contrast to the experiment mentioned above, data are acquired

through the use of a wearable inertial platform fixed on the subject’s index

finger. Over one month, participants were gathered in groups of 10 to

perform measurement tasks. In particular, two measurement sessions were

carried out: the first in which the exercise was performed with the right

limb, and the second with the left. The test day was divided into sessions

of five non-consecutive tests, with ten-minute breaks between each test to

avoid fatigue. Each participant had to complete the five tests scheduled for

that day. Subjects were asked to abstain from caffeine-containing substances

and exercise the previous day. Moreover, participants were informed of the

protocol’s design and the testing procedures. This work was approved by

the Institutional Review Board of the University of Cassino and Southern

Lazio (No. 24777.2022.12.12). Informed consent and authorization about

benefits and risks have been obtained in accordance with the Declaration of

Helsinki for Human Research of 1964.
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5.5.2 Experimental Characterisation

The inertial platform MetaMotionR (MMR) was used in this study. An

experimental characterization was necessary to define the sensor position

that would have the minimum possible influence on the measurement results.

Specifically, 10 students were identified and asked to perform two different

tests, each repeated five times consecutively. In particular, there are two

different configurations (Fig. 5.22):

• Position A: the sensor is placed at a fixed distance from the metacarpal

joint of the index finger, specifically 2 cm away;

• Position B: the sensor is placed on the distal phalanx of the index

finger, regardless of the distance from the joint.

2 cm

No fixed
distance

Position A Position B

Figure 5.22: Experimental characterisation: in position A, the sensor is
placed at a fixed distance from the metacarpal joint; in position B, the
sensor is placed on the distal phalanx.

In both cases, participants are asked to perform the taps with the dom-

inant hand’s index finger as quickly as possible. To check which one was
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suitable for the chosen protocol, the coefficient of variation (Cv) was com-

puted and it was described in Eq. 5.2.

Cv =
std(NTap)

mean(NTap)
∗ 100 (5.2)

where NTap is the number of performed taps. Its meaning is to evaluate

the weight of the standard deviation value with respect to the mean value.

In detail, the lower the value, the better the measurement repeatability, and

the better the adopted configuration.
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Figure 5.23: The top figure compares the average number of taps obtained
by all subjects in the two different study positions. The second graph shows
the comparison between the coefficient of variation calculated in the two
different configurations A and B.

As it can be seen in Fig. 5.23 and Table 5.10 in the case of position

B, less variability of the Cv is observed for all participants as the number

of taps increases. This result shows that the sensor placed on the distal

phalanx influences the measurement process less than in case A. For the

above-described reasons, the sensor was placed in configuration B for the

measurement protocol.
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Table 5.10: Coefficient of variation computed in the two different configu-
rations.

POSITION A
Cv [%]

POSITION B
Cv [%]

ID 1 10.6 7.40
ID 2 3.31 4.54
ID 3 6.16 5.05
ID 4 8.58 5.03
ID 5 3.27 1.71
ID 6 7.40 5.53
ID 7 4.54 4.91
ID 8 5.05 4.61
ID 9 5.03 2.76
ID 10 1.71 0.78

5.5.3 Measurement Set-up

As can be seen in Fig. 5.24, the sensor was anchored to the subject’s index

finger; before the start of the session, the subject was asked to keep the

hand resting on the plane and during the test to perform as many taps as

possible at maximum speed, trying to maintain a fixed amplitude of 4 cm.

The test was timed using a conventional smartphone stopwatch.

Figure 5.24: Tapping Test Set-Up
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In this first experiment, both the accelerometer and the gyroscope are

used; a sampling frequency of 100Hz is set and for the accelerometer, a

range of ±8g is selected, while for the gyroscope a range of ±1000 o/s is

selected.

5.5.4 Data Processing and Analysis

The inertial data acquired during the tests were analysed using an algorithm

implemented in MATLABTM R2022a (Mathworks, Natick, MA). In partic-

ular, Fig. 5.25 shows the logical process used by the algorithm to extract

specific characteristics from the raw data.

INPUT

IMU
DATA
X Y Z

ACCELERATION
RAW DATA

ANGULAR
VELOCITY
RAW DATA

TAPPING
ANALYSIS

AMPLITUDE
ANALYSIS

TAPS AMPLITUDE

METRICS FEATURES FOR
EACH GROUP (MEAN AND
STANDARD DEVIATION)

NO. OF TAPS, INTERTEMPS, 
ACCELERATION

EXCURSION.

DATA PROCESSING DATA ANALYSIS

Figure 5.25: A block-diagram description of the proposed processing
stage[140]

In the first step, the algorithm receives raw acceleration and angular

velocity data as input (Fig.5.26).

With regard to the acceleration data, the following information was

obtained by using the MatlabTM findpeaks [116] routine:

• The number of total taps during a single test (calculated as the number

of positive peaks found in each trial Fig. 5.27);

• The acceleration excursion obtained for each individual tap (calculated

as the amplitude of the positive peak);

• The intertemps (calculated as the time distance between one tap and

the following one);
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Figure 5.26: Raw data acquired during a test: the figure on the right shows
the data acquired using the accelerometer while the figure on the left shows
the data acquired using the gyroscope[140]

From the angular velocity data, we want to calculate the taps amplitude,

defined as the maximum opening of the index finger obtained during the

movement. To obtain the amplitude in degrees from the angular velocity,

the following steps were performed:

• Resampling of the signal (With a new frequency equal to 1000 Hz);

• Search for the zero crossing points of the function under examination,

to identify the intervals of interest;

• Numerical integration of the signal between the selected intervals.

Fig.5.28 shows the Fast Fourier Transform (FFT) of the accelerometer

traces of 4 subjects taken from the 4 groups respectively. Initial analysis

shows that there is a difference in tap frequency between the subjects.
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Figure 5.27: Identification of the tapping number on the acceleration along
the z-direction. [140]

5.5.5 Obtained Results

After processing the data and deriving the characteristics of interest for each

group, the mean and standard deviation were calculated and the results are

shown in the following Tables, 5.12, 5.13, 5.15, 5.14. Specifically, Tab. 5.12

shows the mean and standard deviation values calculated on the total num-

ber of tapping performed by each group in the case of the Dominant Hand

(DH) and Non-Dominant Hand (NDH). It can be observed that for both

the women’s and men’s gender, the number of tapping is greater in the DH

than in the NDH case. A descriptive statistical analysis was conducted,

which showed that all data were normally distributed. A comparison of the

total number of tappings obtained by the two genders shows that men, for

both DH and NDH, perform on mean 4 more taps than women.

The Tab. 5.11 shows the results obtained during the experiment pre-

sented in the work [138].

The comparison between Tab.5.12 with the reference table5.11 shows

that the results obtained in this work differ by 3-4 tapping more than the
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Table 5.11: Mean and standard deviation for the Tapping Test: an extract
of the reference table [138]

Participants n
Dominant Hand Nondominant Hand
Mean Std.Dev Mean Std.Dev

Men
Age 16-24 45 52.9 5.1 48.2 4.4
Age 25-39 45 52.7 6.8 48.7 5.7

Women
Age 16-24 45 49.5 5.1 45.6 5.1
Age 25-39 45 49.0 4.1 44.6 4.6

Table 5.12: Mean and Standard Deviation for Tapping Test

Participants n
Dominant Hand Nondominant Hand
Mean Std.Dev Mean Std.Dev

Men
Age 16-24 21 55.7 4.5 51.8 5.9
Age 25-39 7 56.6 8.4 54.8 4.3

All 28 55.91 5.62 52.58 5.59

Women
Age 16-24 15 51.9 6.2 49.7 5.7
Age 25-39 10 50.8 3.3 47.3 4.2

All 28 51.51 5.29 48.81 5.18
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Figure 5.28: An example of acceleration spectra regarding the analyzed
groups[140]

results obtained in the past. This disparity may be due to factors that have

occurred over the past 30 years. From decade to decade, so many elements

could be subject to small evolutionary changes over time, perhaps related

to environmental, anthropometric, physiological, or motor habit change fac-

tors. Tab. 5.13 shows the mean and standard deviation of the amplitudes

obtained during the tap movement. The results show no substantial differ-

ences either between DH and NDH or between the two different genders.

This is an expected result as a maximum amplitude was set during the

execution of the tap test. During the test, the participants had to try to

maintain a minimum index finger opening amplitude. By analysing the

results, it can be seen that the expected amplitude of about 30° was on

average respected.

The results of the mean and standard deviation calculated for the ac-

celerometric excursion and the intertemps, respectively, are shown in Tab. 5.15

and Tab. 5.14. Both cases show how men on mean achieve smaller in-

tertemps and greater accelerometric excursions compared to women.

These trends are highlighted by visualizing what happens on mean on
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Table 5.13: Mean and standard deviation of tapping amplitude in radiants

Participants n
Dominant Hand Nondominant Hand
Mean Std.Dev Mean Std.Dev

Men
Age 16-24 21 0.55 0.11 0.55 0.10
Age 25-39 7 0.51 0.12 0.51 0.09

All 28 0.54 0.11 0.54 0.10

Women
Age 16-24 15 0.56 0.09 0.56 0.10
Age 25-39 10 0.55 0,12 0.55 0.12

All 25 0.55 0.10 0.56 0.10

Table 5.14: Mean and Standard Deviation of Acceleration Excursion in g

Participants n
Dominant Hand Nondominant Hand
Mean Std.Dev Mean Std.Dev

Men
Age 16-24 21 3.31 0.26 3.26 0.29
Age 25-39 7 3.21 0.18 3.36 0.18

All 28 3.28 0.25 3.28 0.27

Women
Age 16-24 15 2.93 0.25 2.83 0.30
Age 25-39 10 2.98 0.16 2.98 0.30

All 25 2.95 0.22 2.89 0.28
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Table 5.15: Mean and Standard Deviation of Intertemps in seconds

Participants n
Dominant Hand Nondominant Hand
Mean Std.Dev Mean Std.Dev

Men
Age 16-24 21 0.19 0.02 0.21 0.02
Age 25-39 7 0.19 0.03 0.20 0.02

All 28 0.19 0.02 0.20 0.02

Women
Age 16-24 15 0.21 0.03 0.22 0.03
Age 25-39 10 0.21 0.02 0.23 0.02

All 25 0.21 0.02 0.22 0.02

the five trials, in particular in Fig. 5.29 and Fig. 5.30 it is possible to see

that on all five trials, both for the dominant and non-dominant hand, men

perform the TT faster than women.

Conversely, in Fig.5.31 and Fig.5.32 the comparison is made on the ac-

celerometric excursion: from the graphs it is evident that women in both

cases obtain lower acceleration values than men.

5.5.6 Results Discussion

In this investigation, the dexterity-related upper limb features of a sample

of college students were assessed. The participants performed a battery

of TT according to the standardized procedure, but with the addition of

an inertial sensor as an evaluation tool. A result’s comparison with the

table in [139] showed that, in our version, on mean, the number of taps

increased by about 4 for the men and 3 for the women. In the thirty-year-

old version proposed by Ruff and Parker, the amplitude of the index finger

movement range was not taken into consideration. Not taking into account

such a fundamental factor as the amplitude of movement will never lead

to comparable results related to the characteristics of the subjects tested.

The number of extra tapping compared to the standardized table cannot

113



CHAPTER 5. Sport Field: IMU device to objectively evaluate
coordinative abilities and reaction time

1 2 3 4 5

Test

0.17

0.18

0.19

0.2

0.21

0.22

0.23

In
te

rt
e
m

p
s
 [

s
]

Men Dominant Hand Women Dominant Hand

Figure 5.29: Mean and standard deviation of the computed intertemps for
all tests performed with the dominant hand

be incriminated to the movement excursion since we imposed the execution

of the test at maximum speed and a minimum amplitude to be respected.

Although, the amplitude to be maintained was set at a certain height, we

obtained a higher mean tap than the reference table. In a second anal-

ysis, subjects were analyzed by dividing them by gender. The graphs in

Figs. 5.29 and 5.30 show the intertemps mean for the five trials completed

with dominant and non-dominant hands, categorized by gender. Upon ex-

amination of the graph, it is evident that, for both genders, the trend line

declines between the first and final trials. This graph depicts how, on mean,

a performance peak is achieved in the fifth trial. The concept of viscoelas-

ticity could explain this phenomenon. Temperature plays a crucial role by

improving the viscoelastic properties of the muscle, hence stimulating the

recruitment of more muscle fibers [141]. The viscosity reduces as the tem-

perature rises [142]. As the muscle is heated, its viscoelasticity diminishes,

resulting in increased flexibility and a reduction in stiffness, which facili-

tates motions that need rapidity, as in our work. Based on our findings, it

is plausible to hypothesize that activation of skeletal muscle fibers may be
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Figure 5.30: Mean and standard deviation of the computed intertemps for
all tests performed with the Nondominant hand

responsible for the trend line seen in Figs. 5.29 and 5.30. Muscle fibers con-

vert the chemical energy generated by metabolic processes into mechanical

energy, resulting in movement [143]. Myoelectric stimulation generated by

repeated activity engages the interosseous and lumbar muscles of the hand

during dexterity-requiring tasks, such as in our case [144]. In Tab. 5.13, the

mean amplitude of the women gender is higher than that of the male gen-

der for both the dominant and non-dominant hand. These results may be

related to women’s fundamentally more flexible physical traits than males.

Additionally, the literature backs up this theory. Several studies claim that

women muscles are less rigid than male [145, 146]. Women have a higher

stretching tolerance and contain viscoelastic qualities that make them more

flexible [147]. Notwithstanding, the increased joint stiffness in males may

be due to fundamental geometric variations, such as lever arm length. Men

generally have longer arms than women. The muscles are more stressed

during stretching because more power is needed when a specific action must

be performed, acting as a longer lever.
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Figure 5.31: Mean and standard deviation of the computed acceleration
excursion for all tests performed with the dominant hand

5.6 Final Observation

Wearable sensors are becoming increasingly successful in motion analysis

and are being used in more and more different fields. These devices are

capable of conducting movement analysis that may be used in sports, clin-

ical environments, and even as remote home care devices. Owing to these

devices, it is simple to obtain fundamental data for analyzing the spatial

and temporal behavior of different body districts. Non-intrusiveness with

the topic being investigated is the characteristic that brought to light the

effectiveness of IMU-sensor-based systems. This key effect arises from the

natural analysis of motor data without causing discomfort to the user. As

a result of technological innovation, these devices could serve as important

aids in a wide range of investigations. In particular, this work focused on

the application of an IMU sensor as a tool for motion analysis during the

assessment of reaction time. The assessment of reaction time may offer in-

depth information about the features of a subject of whatever age, which is

also essential for enhancing cognitive and physical performance. In partic-
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Figure 5.32: Mean and standard deviation of the computed acceleration
excursion for all tests performed with the nondominant hand

ular, in this section, the study focused on the application of an IMU sensor

as a movement analysis tool for the assessment of reaction time and oculo-

manual coordination. The assessment of reaction time can provide in-depth

information on the characteristics of a subject of any age, which is also es-

sential for improving cognitive and physical performance. The importance

and validity of RT and TT measurements obtained with an IMU sensor

are also confirmed by the literature cited in this section. The reported re-

sults demonstrate how these coordination tests evaluated by IMU sensors

and specific algorithms are capable of rapidly assessing the physical state

of athletes. It is also shown how adopting specific measurement protocols

before a sports performance can help improve athletes’ concentration and

thus improve their performance.
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Conclusions and future

developments

The digitisation process has involved not only the world of industry but also

the health sector, bringing to the fore the need to streamline bureaucratic

processes, make health services accessible to all and improve diagnosis using

ad hoc technologies. A scenario in which the main actors are doctors and

engineers, working together to bring medical needs and innovative technolo-

gies. The challenge has been taken up by the scientific community, which

has approached the issue by proposing various innovative solutions, from

telemedicine to electronic medical records, to small, wearable sensors ca-

pable of monitoring vital parameters or even analysing human movement.

Technologies that aim to improve people’s quality of life and be valuable aids

for doctors in diagnosing illnesses. In this thesis, suitable methodologies,

measurement instrumentation and scientific protocols have been proposed

for the assessment of movement in relation to both medical applications

concerning neuromotor deficits and, in sporting applications, about the as-

sessment and improvement of athletes’ performance. At an early stage of the

work, an inertial data simulator was designed, implemented and validated

which, given a trajectory and the metrological features of the sensor to be

simulated, is able to generate accelerometer and angular velocity data from

the desired inputs. The simulator allows designing the minimum character-

istics of the sensor that should be adopted and, on such basis, generating
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inertial data useful for verifying measurement performance under specific

metrological conditions.

The validation phase of the simulator performed by means of classifica-

tion algorithms and data analysis, was followed by a testing phase of the

algorithms with the aim of identifying pathological movements, first gener-

ated in a laboratory environment and then analysed from an online dataset

with pathological data.

The promising results obtained both in simulation and in the laboratory

conditions were also confirmed in pathological data acquired in real-life sce-

nario. These steps have progressively led to demonstrating how inertial

sensors and data analysis algorithms can be valuable tools for remote mon-

itoring of motion disturbances. This evidence leads to propose, as future

development, an automatic measurement system that can monitor move-

ments in real-time, analyse the patient’s state and drug adherence, and

send all this information to the doctor.

A system that is able to reschedule the medication dosage according

to need, to have personalised and increasingly precise diagnoses. The ver-

satility of the sensors and the generality of the algorithms have proved to

be such that they can be applied not only in the medical environment but

also in sports field. Conducted studies have shown how it is possible to au-

tomate exercises used for reaction time and coordination assessments and

obtain information that can be useful during training or to determine mo-

tor performance. Here again, an automatic, real-time system would allow

coaches or personal trainers to check the athletes’ performance live, with-

out waiting for the end of the exercise. An integrated measurement system,

characterised by several wearable sensors and combined with data analy-

sis algorithms can be a valuable support tool for both doctors and trainers.

Technological innovation combined with a common purpose can create tools

that can improve people’s quality of life.
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