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A R T I C L E  I N F O   

Keywords: 
Streamflow forecasting 
Machine learning 
Hybrid models 
Medium-term forecast 
Germany 

A B S T R A C T   

Forecasting streamflows, essential for flood mitigation and the efficient management of water resources for 
drinking, agriculture and hydroelectric power generation, presents a formidable challenge in most real-world 
scenarios. In this study, two models, the first based on the Additive Regression of Radial Basis Function Neu
ral Networks (AR-RBF) and the second based on the stacking with the Pace Regression of the Multilayer Per
ceptron and Random Forest (MLP-RF-PR), were compared for the prediction of short-term (1–3 days ahead) and 
medium-term (7 days ahead) daily streamflow rates of three different rivers in Germany: the Elbe River at 
Wittenberge, the Leine River at Herrenhausen, and the Saale River at Hof. The lagged values of streamflow rate, 
precipitation and temperature were considered for the modeling. Moreover, the Bayesian Optimization (BO) 
algorithm was used to assess the optimal number of lagged values and hyperparameters. Both models showed 
accurate predictions for short-term forecasting, with R2 for 1-day ahead predictions ranging from 0.939 to 0.998 
for AR-RBF and from 0.930 to 0.996 for MLP-RF-PR, while MAPE ranged from 2.02 % to 8.99 % for AR-RBF and 
from 2.14 % to 9.68 % for MLP-RF-PR, when exogeneous variables were included. As the forecast horizon 
increased, a reduction in forecasting accuracy was observed. However, both models could still predict the overall 
flow pattern, even for 7-day-ahead predictions, with R2 ranging from 0.772 to 0.871 for AR-RBF and from 0.703 
to 0.840 for MLP-RF-PR, while MAPE ranged from 10.60 % to 20.45 % for AR-RBF and from 10.44 % to 19.65 % 
for MLP-RF-PR. Overall, the outcomes of this study suggest that both AR-RBF and MLP-RF-PR can be reliable 
tools for the short- and medium-term streamflow rate prediction, requiring a short number of parameters to be 
optimized, making them easy to implement while reducing the calculation time required.   

1. Introduction 

Streamflow forecasting has a pivotal role in multifaceted domains 
such as water resource management, flood alertness, and environmental 
conservation [1]. The accuracy of predictions facilitates optimized 
water allocation, hydropower planning, and agricultural scheduling, 
thereby accentuating the efficacy of water resource utilization [2]. 
Furthermore, its ability to provide timely alerts regarding potential 
flood events ameliorates disaster impacts and serves as a custodian of 
lives and property. The ecological domain also stands to benefit, as 
streamflow forecasts aid in preserving aquatic ecosystems by main
taining critical flow conditions and supporting biodiversity. Under
scoring the profound importance of this practice is fundamental in 
nurturing sustainable water management and fostering resolute 
decision-making amidst the dynamic backdrop of evolving hydrological 

patterns. 
Several types of models can be employed in streamflow prediction: 

empirical models, physical-based models, conceptual models, data- 
driven models, and ensemble forecasting models. Empirical models 
rely on historical relationships between meteorological and hydrologi
cal variables. Their simplicity and computational efficiency make them 
ideal for quick forecasts, especially in data-limited regions. However, 
their disadvantage lies in potential limitations in capturing complex 
hydrological processes accurately, as they lack a complete physical 
understanding. Consequently, their performance may be compromised 
during extreme events or in catchments with significant nonlinearity. 

Physical-based models employ mathematical representations of the 
hydrological cycle to simulate streamflow [3,4]. They offer a compre
hensive understanding of catchment behavior and prove valuable in 
ungauged basins. However, their complexity demands extensive data 
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inputs and computational resources. Calibrating physical models can be 
challenging, and uncertainties in parameter estimation can impact 
forecast accuracy. 

Conceptual models provide a compromise between simplicity and 
process representation in streamflow generation [5]. They suit a wide 
range of watersheds and can be calibrated to site-specific conditions, 
enhancing accuracy compared to empirical models. Nevertheless, con
ceptual models require substantial effort in parameterization and cali
bration, and their performance may degrade under significant changes 
in catchment characteristics. 

Data-driven models, which include models based on machine 
learning algorithms and statistical models, aim to discover patterns and 
relationships within historical data for streamflow prediction [6]. The 
increasing availability of data, the ability to reproduce complex 
nonlinear relationships between inputs and outputs, the capacity for 
progressive adaptation to newly available information, and high pre
dictive accuracy increasingly drive scientists and engineers to use 
models based on Machine Learning (ML) and Deep Learning (DL) al
gorithms for streamflow forecasting [7–13]. 

The choice of an appropriate model depends on the specific needs, 
the level of knowledge of the watercourse and its basin, the availability 
of data, and the desired level of prediction accuracy. 

In recent years, researchers have frequently focused on creating 
hybrid or ensemble models [14–18]. These models offer several benefits 
compared to individual ML models, including improved accuracy, 
enhanced stability, reduced overfitting, the ability to handle diverse 
data characteristics, and heightened model robustness. However, it is 
essential to acknowledge that ensemble models also present challenges, 
such as increased computational complexity, potential difficulties in 
interpreting the model, and the necessity for careful selection and cali
bration of the individual models. Lin et al. [19] proposed a hybrid 
DIFF–FFNN–LSTM model, based on the first-order difference (DIFF), 
feedforward neural network (FFNN) and long short-term memory 
network (LSTM), to predict hourly streamflow in the Andun basin, 
China. The authors compared the prediction performed with the hybrid 
DIFF–FFNN–LSTM model with those achieved with individual ML- or 
DL-based models, demonstrating the superiority of the hybrid model. 
Tyralis et al. [14] employed super ensemble learning for a 
one-step-ahead daily streamflow forecasting, considering 511 basins in 
the USA. The authors combined 10 different machine learning algo
rithms, showing how the super ensemble learning model outperformed 
all individual algorithms, the best of which was the ANN model. Granata 
et al. [15] compared the performance of a stacked model based on MLP 
and RF algorithms with a more complex model based on bi-directional 
LSTM. The authors demonstrated how the performance of the two 

models was comparable, with the stacked model that outperformed the 
bi-directional LSTM network model in the prediction of the flow rate 
peaks while maintaining the advantage of shorter computation times. 

This study introduces a novel forecasting model for streamflow based 
on Additive Regression of Radial Basis Function Neural Networks (AR- 
RBF), and assesses its capabilities in providing short-term (1–3 days) and 
medium-term (7 days) predictions. To the best of the authors’ knowl
edge, the AR-RBF algorithm is herein employed for the first time to 
address a forecasting problem within the domain of hydrology. In 
addition, the Bayesian Optimization (BO) method was employed to 
optimize the optimal number of lagged values for each variable and the 
hyperparameters of the algorithms. The performance of this new model 
is compared with that of another predictive model of recognized high 
accuracy: the MLP-RF Stacked Model, in a new variant that uses Pace 
Regression as a meta-learner. This variant based on the Pace Regression 
of the MLP-RF Stacked Model is also employed here for the first time. 
Special attention is paid to the ability to predict flood events accurately. 
Special attention is paid to the ability to predict flood events accurately. 
The impact of the absence of exogenous predictors, such as rainfall and 
temperature, is also investigated. Three rivers in Germany, character
ized by different hydrological characteristics and extent of catchment 
areas, were chosen as case studies: Elbe, Leine and Saale. To date, 
German rivers have been poorly considered by forecasting models based 
on Artificial Intelligence algorithms. Furthermore, this study un
derscores how daily monitoring data enables the development of accu
rate predictive models that consider meteorological factors’ influence on 
hydrological processes. Comparative analysis illuminates the effective
ness of the utilized methodologies in predicting streamflow. The find
ings contribute to propel statistical modeling [20] objectives within 
hydrology research, providing valuable insights to inform efficient 
water resource management strategies. 

2. Materials and methods 

2.1. Additive Regression of radial basis function networks 

Additive Regression (AR) stands as a prominent ensemble learning 
technique, exerting considerable influence as a metaclassifier, particu
larly in enhancing the predictive capabilities of foundational regression 
models. The fundamental premise of AR lies in its iterative methodol
ogy, whereby successive models are fit to the residuals left unexplained 
by preceding classifiers, thereby facilitating a progressive refinement of 
predictive outcomes. This iterative refinement culminates in aggre
gating predictions rendered by each constituent classifier (Fig. 1a). 
Central to the efficacy of AR is the integration of a shrinkage parameter, 

Fig. 1. Schemes related to the Additive Regression (a) – Radial Basis Function (b) model.  
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which assumes a pivotal role in constraining overfitting tendencies 
while concurrently imparting a smoothing effect on the resultant 
predictions. 

The AR algorithm unfolds in a sequence of steps, commencing with 
the initialization of the prediction vector as the mean response across all 
observations. Subsequently, individual base learners are fitted sequen
tially to the residuals, with each iteration contributing incrementally to 
the refinement of predictive accuracy. At the core of AR’s functionality 
lies the concept of model stacking, where the predictions generated by 
each base learner are amalgamated to formulate a composite prediction. 
This amalgamation is achieved through weighted summation, where the 
weighting coefficients are governed by the shrinkage parameter, thus 
facilitating optimal balance between model complexity and predictive 
performance. 

Noteworthy is the pivotal role played by the shrinkage parameter in 
modulating the trade-off between bias and variance. By constraining the 
magnitude of individual classifier contributions, the shrinkage param
eter serves as a potent mechanism for mitigating overfitting, thereby 
enhancing the generalizability of the resultant model. However, it is 
imperative to acknowledge the inherent computational overhead asso
ciated with fine-tuning the shrinkage parameter, as reductions in its 
value necessitate a proportional increase in learning time.Despite its 
demonstrable efficacy in diverse domains, AR has been relatively 
underutilized in the domain of hydrological modeling, and in the 
available literature studies, tree models have been most frequently used 
as basic regressors (e. g. Ref. [21]). 

In this study, the RBF-NN [22] algorithm was adopted as the base 
regressor, which represents a novel solution for studies concerning 
streamflow prediction. The RBF-NN is a feedforward network consisting 
of three layers: an input layer, a hidden layer, and an output layer. The 
hidden layer employs radial basis functions to transform input data into 
a higher-dimensional space, simplifying the regression task. Radial basis 
functions are mathematical functions centered at specific points, 
exhibiting exponential decay as the distance from the center increases. 
The initial centers for the Gaussian radial basis functions are determined 
using the K-Means algorithm. Among various choices, the Gaussian 
function is commonly adopted as the activation function for the hidden 
layer. The output layer of the RBF neural network typically consists of a 
linear combination of the hidden layer activations (Fig. 1b). The weights 
for this combination are determined through either a least-squares 
approach or gradient descent. An advantage of the RBF-NN lies in its 
reduced dependency on extensive training data when compared to other 
neural networks. This is due to the feature extraction performed by the 
hidden layer, which effectively reduces the dimensionality of the input 
data. Additionally, the RBF-NN demonstrates enhanced resilience to 
overfitting. This property further solidifies the appeal of the RBF-NN in 
various modelling tasks [23]. 

2.2. Stacked model of Multilayer Perceptron and Random Forest 

Another powerful type of ensemble model is the stacked model. The 
stacking process typically consists of two or more layers. In the first 

Fig. 2. Schemes related to the Multilayer Perceptron (a) – Random Forest (b) – Pace Regression (c) model.  
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layer, base models with different algorithms are trained on the training 
data. The predictions from these base models serve as input features for 
the second layer, which is the meta-learner and combines the outputs 
from the base models to generate the final prediction. The stacked model 
employed in this study includes the MLP and RF algorithms as base 
models, while the PR algorithm was chosen as a meta-learner. 

MLP is a feedforward neural network characterized by its layered 
architecture [24]. It comprises an input layer, one or more hidden 
layers, and an output layer [25,26]. Each layer consists of inter
connected neurons, and data flows only in a forward direction, from 
input to output (Fig. 2a). The first layer of the MLP receives input data, 
typically represented as feature vectors. Each neuron in this layer cor
responds to a specific input data feature. The MLP may contain one or 
more hidden layers. These layers are responsible for hierarchical feature 
extraction and abstract representation learning. Neurons within the 
hidden and output layers perform a weighted summation of inputs, 
followed by the application of an activation function. The activation 
function introduces non-linearity, enabling the network to learn com
plex patterns. The connections between neurons in adjacent layers are 
associated with learnable parameters known as weights. Additionally, 
each neuron typically has a bias term, contributing to the overall 
transformation. The weights and biases are usually initialized randomly 
at the beginning of training and adjusted during the optimization pro
cess. Common activation functions include sigmoid, ReLU (Rectified 
Linear Unit), and tanh (hyperbolic tangent), each offering different 
properties affecting the network’s performance and training speed. The 
last layer of the MLP produces the final predictions or representations of 
the input data, depending on the task at hand. MLPs learn by minimizing 
a loss function quantifying the difference between predicted and actual 
outputs. The backpropagation algorithm updates the weights based on 
the gradients of the loss function, iteratively improving the model’s 
performance. Standard optimization methods like stochastic gradient 
descent (SGD) or its variants are employed to optimize the network’s 
weights and biases. Training data is often divided into batches to 
enhance computational efficiency during optimization. 

An RF [27] is an ensemble learning method composed of multiple 
regression trees, where each tree is constructed independently and 

contributes to the final prediction through averaging. The basic building 
blocks of an RF are regression trees, which partition the input data space 
into regions based on feature values to make predictions (Fig. 2b). 
Constructing a regression tree entails iteratively partitioning the input 
dataset into subsets and employing a multivariable linear regression 
model to make predictions within each subset. As the tree advances, 
each branch is subsequently divided into smaller partitions by assessing 
all possible subdivisions in each field. At each stage, the division mini
mizing the Least-Squared Deviation is chosen. This deviation is 
computed using the formula: 

R(t)=
1

N(t)

∑

i∈t
(yi − ym(t))2 (1)  

where N(t) represents the number of units in the node, yi denotes the 
value of the target variable in the i-th unit, and ym signifies the average 
value of the target variable in node t. R(t) estimates the impurity in each 
node, and the tree-building process persists until the minimum impurity 
is reached or another stopping criterion is satisfied. To counteract 
overfitting, a pruning procedure is employed. 

In addition, combining multiple regression trees further reduces the 
risk of overfitting and makes RFs more resilient to noisy data. RFs 
perform well on high-dimensional and large-scale datasets and exhibit 
good generalization capabilities. 

PR [28] is a non-parametric regression technique that can be used to 
approximate a non-linear relationship between two variables when the 
errors are non-normal. In PR, the essential operation is to partition the 
range of the independent variable into equally sized segments and 
analyze the relationship between the dependent and independent vari
ables within each segment. These relationships are known as “paces”. 
The number of intervals is generally determined based on the sample 
size and the complexity of the variable relationship. To obtain the 
overall estimated relationship between the variables in an ensemble 
model, the paces are combined using a weighted average, where the 
weights are influenced by the number of observations in each interval. 
As a result, the estimated relationship takes the form of a piecewise 
function, effectively approximating the non-linear relationship between 

Fig. 3. Location of the investigated rivers and catchment areas.  
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the variables (Fig. 2c). 

2.3. Case studies and dataset 

This study investigated three different rivers that flow through 
various areas of Germany (Fig. 3). The first is the Elbe River, which is 
one of Central Europe’s longest rivers, with a significant drainage basin 
covering parts of the Czech Republic and Germany. The Elbe River has a 
total length of 1094 km, rising in the Giant Mountains of the northern 
Czech Republic before flowing through much of Bohemia (The western 
half of the Czech Republic) and then Germany, reaching the North Sea at 
Cuxhaven. The streamflow rate data were collected at the Wittenberge 

station, in northern Germany, approximately 250 km from the mouth of 
the river, draining a basin of 123532 km2. Moreover, the data on 
meteorological variables were collected from the Fichtelberg station, 
located within the basins of the Elbe River. The streamflow of the Elbe 
River exhibits higher discharges in the late winter and the early spring. 
Conversely, during the late summer and early autumn, the river expe
riences lower flow rates. The Elbe River plays a crucial role in the re
gion’s hydrology, serving as a vital waterway for transportation and 
supporting various economic activities. However, the Elbe faces several 
challenges, including pollution from industrial and agricultural sources, 
which impacts water quality and aquatic ecosystems [29]. The second 
river investigated is the Leine, which flows through Lower Saxony and 
Thuringia. The streamflow rate data were collected at the Herrenhausen 
station, in Lower Saxony, approximately 75 km from its mouth into the 
Aller River to the north, draining a basin of 5304 km2. Moreover, the 
data on meteorological variables were collected from the Göttingen 
station, located within the basins of the Leine River. The Leine exhibits a 
relatively stable streamflow throughout the year. However, it can 
experience variations during periods of heavy rainfall or drought. 
Despite its relatively stable flow regime, the Leine is not immune to 
water quality problems. Urbanization and agricultural activities affect 
water clarity and aquatic habitat [30]. The third case study is the Saale 
River, which originates in the Fichtel Mountains and flows through 
Thuringia, Saxony-Anhalt, and Saxony. Both streamflow rate and 
meteorological data were collected at the Hof station, in Upper Fran
conia, approximately 200 km south of its mouth into the Elbe River in 
the municipality of Barby, Saxony-Anhalt, draining a basin of 521 km2. 
Similar to the Elbe and Leine rivers, the streamflow rate of the Saale 
River exhibits a comparable pattern with higher discharges during late 
winter and early spring and lower ones in late summer and early 
autumn. Additionally, the Saale faces water quality issues, including the 
presence of microplastic pollution in its waters [31]. 

It should be noted that the selection of the three watercourses, in 
addition to being connected to the issues described for each river, is also 
driven by the desire to test predictive models on watercourses with 
basins of different sizes, resulting in different hydrological regimes. 
Indeed, the Elbe at Wittenberge is characterized by a basin approxi
mately 23 times larger than the Leine at Herrenhausen and 240 times 
larger than the Saale at Hof. Consequently, there are significantly 
different average flow rates among the rivers, as described in more detail 
below, along with much more pronounced flow fluctuations for Saale at 
Hof, with a coefficient of variation (CV) equal to 1.12, compared to 
Leine at Herrenhausen (CV = 0.86), and even more so for Elbe at Wit
tenberge (CV = 0.65). 

For the modeling, daily data pertaining to streamflow rate, precipi
tation, and air temperature were considered. Table 1 provides 

Table 1 
Daily streamflow rate, precipitation and mean air temperature statistics for the 
investigated rivers.   

Elbe at 
Wittenberge 

Leine at 
Herrenhausen 

Saale at 
Hof 

Streamflow rate (m3/s) 
Mean 679.87 49.85 5.11 
Median 547.00 35.80 3.27 
Max 4200.00 924.00 104.00 
Min 131.00 8.90 0.16 
Std Deviation 444.82 43.02 5.73 
CV 0.65 0.86 1.12 
1st Quartile 376.00 23.00 1.90 
3rd Quartile 846.00 59.80 6.19 
Skew 0.90 0.98 0.96 
Precipitation (mm) 
Mean 3.14 1.74 1.96 
Median 0.50 0.10 0.10 
Max 137.80 72.30 67.70 
Std Deviation 6.00 4.01 4.24 
CV 1.91 2.30 2.17 
3rd Quartile 3.80 1.70 2.00 
Skew 1.32 1.23 1.31 
Mean air temperature (◦C) 
Mean 3.46 9.03 7.02 
Median 3.55 9.35 7.30 
Max 25.25 28.25 27.50 
Min − 24.85 − 20.00 − 23.45 
Std Deviation 7.63 7.21 7.79 
CV 2.20 0.80 1.11 
1st Quartile − 2.45 3.80 1.20 
3rd Quartile 9.40 14.70 13.20 
Skew − 0.03 − 0.13 − 0.11 
Basin 
Catchment area 

(km2) 
123532 5304 521 

Mean altitude (m.a.s. 
l.) 

17 43.81 470.82  

Fig. 4. Box plots of the daily streamflow rate, precipitation and mean air temperature.  
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information on each river’s catchment area, recording period, and sta
tistics concerning streamflow rate, precipitation, and air temperature. 
Moreover, Fig. 4 provides the box plots of the daily streamflow rate, 
precipitation, and air temperature, while Fig. 5 illustrates the monthly 
mean values of streamflow rate, cumulative precipitation and air 
temperature. 

As mentioned earlier, the highest monthly average flow rates were 
recorded in the late winter and early spring and are equal to 1046.97 
m3/s (April), 78.36 m3/s (March) and 8.95 m3/s (March) for Elbe at 
Wittenberge, Leine at Herrenhausen and Saale at Hof, respectively. 
Conversely, the lowest flow rates were observed in September, with 
values equal to 422.90 m3/s, 26.69 m3/s and 2.58 m3/s, respectively. 
Furthermore, the box plots of the daily flow rate showed the highest and 
lowest interquartile range for Elbe at Wittenberge (470 m3/s) and Saale 
at Hof (4.29 m3/s), respectively. 

The lowest monthly cumulative precipitations were observed in 
February, with values equal to 81.63 mm, 39.81 mm and 43.84 mm for 
Elbe at Wittenberge, Leine at Herrenhausen and Saale at Hof, respec
tively. The highest monthly cumulative precipitations were instead 
observed in summer, with values equal to 126.35 mm (July), 71.99 mm 

(June) and 81.44 mm (July), respectively. The box plots of the daily 
precipitation showed the highest and lowest interquartile range for Elbe 
at Wittenberge (3.8 m3/s) and Leine at Herrenhausen (1.7 m3/s), 
respectively. 

Moreover, the lowest and highest monthly mean air temperatures 
were recorded in January and July, respectively. In particular, temper
atures below 0 ◦C were observed in January for Elbe at Wittenberge and 
Saale at Hof, and slightly above 0 ◦C for Leine at Herrenhausen. In July, 
the average temperatures were around 12 ◦C for Elbe at Wittenberge and 
16–17 ◦C for Leine at Herrenhausen and Saale at Hof. The box plots of 
the daily mean air temperature showed the highest and lowest inter
quartile range for Saale at Hof (12 ◦C) and Leine at Herrenhausen 

Fig. 5. Monthly average values of: streamflow rate (a), cumulative precipita
tion (b) and mean air temperature (c). 

Table 2 
Evaluation metrics.  

Coefficient of determination 
Provides a statistical measure 
that quantifies the goodness of 
fit of a regression model to 
experimental data. It ranges 
between 0 (the model does not 
predict the outcome) to 1 (the 
model perfectly predicts the 
outcome). 

R2 = 1 −

∑n
i=1(Q

i
P − Qi

M)
2

∑n
i=1(QM − Qi

M)
2 

(2) 

Kling Gupta Efficiency 
Dimensionless metric 
depending on correlation 
coefficient and on the ratio of 
standard deviation and mean of 
the observed and predicted 
streamflow rate. In contrast to 
R2, which solely considers the 
relative magnitude of errors, 
KGE penalizes models that 
either overestimate or 
underestimate the mean or 
variability of observed values. 
It ranges between -∞ (the 
model does not predict the 
outcome) to 1 (the model 
perfectly predicts the outcome). 

KGE = 1 −
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(r − 1)2
+
(σP

σM
− 1

)2
+
(QP

QM
− 1

)2
√

(3) 

Root Mean Square Error 
The root of the total squared 
error between the predicted 
and measured streamflow rate, 
normalized by the number of 
samples. It ranges between 
0 and +∞, with lower values 
indicating more accurate 
models. 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(Q
i
P − Qi

M)
2

s

√ (4) 

Relative error 
The ratio between the 
difference of predicted and 
measured GWL and the 
measured GWL. 
Range: 0 – ∞, with lower values 
indicating more accurate 
models. 

Relative error =
Qi

P − Qi
M

Qi
M 

(5) 

Mean Absolute Error 
The absolute error between the 
predicted and measured 
streamflow rate, normalized by 
the number of samples. It 
ranges between 0 and +∞, with 
lower values indicating more 
accurate models. 

MAE =

∑n
i=1

⃒
⃒Qi

P − Qi
M
⃒
⃒

s 
(6) 

Mean Absolute Percentage 
Error 
The relative error between the 
predicted and measured 
streamflow rate, normalized by 
the number of samples. It 
ranges between 0 and +∞, with 
lower values indicating more 
accurate models. 

MAPE =

∑n
i=1

⃒
⃒
⃒
Qi

P − Qi
M

Qi
M

⃒
⃒
⃒
⃒
⃒

s  

(7)  
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(10.9 ◦C), respectively. 

2.4. Evaluation metrics 

The accuracy of the forecast models was assessed using six different 
evaluation metrics: the coefficient of determination (R2), the Kling 
Gupta Efficiency (KGE), the Root Mean Squared Error (RMSE), the Mean 
Absolute Error (MAE) and the Mean Percentage Absolute Error (MAPE). 
A description of the evaluation metrics is provided in Table 2. 

where Qi
M = measured streamflow rate for the ith data and Qi

P =

predicted streamflow rate for the ith data, QM = mean of the measured 
streamflow rate, QP = mean of the predicted streamflow rate, r = cor
relation coefficient between measured and predicted streamflow rate, 
σP = standard deviation of the predicted streamflow rate, σM = standard 
deviation of the measured streamflow rate, s = number of samples. 

2.5. Input selection and model optimization 

The study’s predictors were lagged flow rate values, precipitation, 
and temperature. The optimal number of them was chosen through a BO 

method, simultaneously with the hyperparameters of the algorithms. BO 
is a procedure for optimizing functions with a complex structure. It 
iteratively updates a probabilistic model based on the acquired data to 
understand the characteristics of the function, pursuing a balance be
tween exploring new search areas and exploiting regions that can pro
vide high performance, allowing the global optimum to be found with 
minimal evaluations of the objective function. Please refer to the rele
vant literature for a more detailed explanation of this method [32]. It is 
essential to highlight that the optimization of the number of lagged 
values and hyperparameters of the model was explicitly done for 
1-day-ahead forecasts, while for extended forecast horizons, previously 
determined values were used (Table 3). In order to evaluate the impact 
of the exogenous variables precipitation and temperature, alternative 
models based only on the lagged values of flow rates have also been 
developed. 

The models were trained using 80 % of the time series data, and the 
remaining 20 % was reserved for testing. Since this is a time series 
prediction problem, keeping temporal continuity in the training in
tervals was crucial. Input values were normalized according to the 
equation: 

xt norm =
xt − xmin

xmax − xmin
(8) 

For multi-step ahead prediction, a recursive methodology was 
employed. This means that the predictions from previous steps were 
used to generate new lagged flow rates for forecasting future flow rate 
values. Since the future values are unknown during the prediction pro
cess, the earlier predicted values serve as reasonable estimates of the 
actual values. 

In addition, in order to assess the impact of exogenous variables on 
the accuracy of the forecast models, a comparison was made between 

Table 3 
Optimal input variables for the different case studies.  

Input variables Elbe at 
Wittenberge 

Leine at 
Herrenhausen 

Saale at 
Hof 

Number of lagged values of 
daily flow rates 

20 30 12 

Number of lagged values of 
daily cumulative rainfall 

7 7 5 

Number of lagged values of 
daily average temperature 

7 7 5  

Table 4 
Evaluation metrics – Training stage. 
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the forecasts made by AR-RBF and MLP-RF-PR considering lagged flow 
rate, precipitation, and temperature values (referred to as Model A) with 
those obtained with only lagged flow rate (referred to as Model B). 

3. Results 

Tables 4 and 5 provide the evaluation metrics for the training and 
testing stages, respectively, including all models and forecast horizons. 
A representation of the predictions made for the three rivers with both 
AR-RBF and MLP-RF-PR with Model A and during the testing stage is 
provided in Figs. 6–8. 

The Elbe at Wittenberge exhibited the highest mean streamflow rate 
among the three rivers. During the testing stage, with Model A, the AR- 
RBF model outperformed the MLP-RF-PR model for all forecast horizons 
(Fig. 6). The most accurate predictions were observed for the shortest 
forecast horizon (1 day) with the stacked AR-RBF model (R2 = 0.998, 
KGE = 0.989, RMSE = 21.98 m3/s, MAPE = 2.02 %) slightly out
performing the MLP-RF-PR model (R2 = 0.996, KGE = 0.983, RMSE =
26.53 m3/s, MAPE = 2.14 %). A performance reduction as the fore
casting horizon increases was observed. However, for a forecast horizon 
of 3 days, both AR-RBF (R2 = 0.971, KGE = 0.939, RMSE = 73.18 m3/s, 
MAPE = 5.77 %) and MLP-RF-PR (R2 = 0.958, KGE = 0.931, RMSE =
87.67 m3/s, MAPE = 6.35 %) models showed a good accuracy. Moving 
from a 3-day forecast horizon to a 7-day forecast horizon, both models 
showed a more pronounced worsening of forecasts than moving from 1 
to 3 days, with, however, AR-RFB (R2 = 0.871, KGE = 0.806, RMSE =
134.91 m3/s, MAPE = 10.64 %) that still outperforming MLP-RF-PR (R2 

= 0.840, KGE = 0.840, RMSE = 157.22 m3/s, MAPE = 12.51 %) for all 
metrics with the exception of the only KGE. 

Overall, the decrease in performance of both models with increasing 
forecast horizons was primarily linked to a higher tendency to 

underestimate streamflow rates, especially during flood peaks. This can 
be observed in Fig. 6 by the significant disparity between the measured 
and predicted flow values in the time series plots (left side) and the 
notable scattering of data points away from the 1:1 line in the scatter 
plots (right side). 

For the second river investigated, the Leine at Herrenhausen, the 
performance of the AR-RBF and MLP-RF-PR models during the testing 
stage (Model A) was quite similar to each other (Fig. 7). In particular, the 
AR-RBF model showed better values of RMSE (AR – RBF – RMSE = 5.98 
m3/s – 11.84 m3/s, MLP-RF-PR – RMSE = 6.36 m3/s – 13.89 m3/s) for all 
forecasting horizon, while the MLP-RF-PR highlighted better KGE (AR – 
RBF – KGE = 0.940–0.652, MLP-RF-PR – KGE = 0.963–0.842) and MAE 
(AR – RBF – MAE = 2.93 m3/s – 9.05 m3/s, MLP-RF-PR – MAE = 2.87 
m3/s – 7.91 m3/s). Similar to the Elbe at Wittenberge, both models 
exhibited underestimation of peak streamflows when predicting 7 days 
ahead. 

The third case study, the Saale at Hof, exhibited the lowest mean 
streamflow rate among the three rivers. As for the Elbe River at Wit
tenberge, also in this case, during the testing stage (Model A), the AR- 
RBF model outperformed the MLP-RF-PR model for all forecast hori
zons (Fig. 8). However, as observed for the other two rivers, the un
derestimation of the streamflow rate became increasingly pronounced as 
the forecast horizon increased, with R2 values decreasing from 0.939 for 
AR-RBF and 0.930 for MLP-RF-PR, for 1-day ahead predictions, to 0.772 
for AR-RBF and 0.703 for MLP-RF-PR, for 7-days ahead predictions. 

Regarding Model B, which includes only lagged flow rates as input, it 
was consistently outperformed by Model A across all forecast horizons, 
both for AR-RBF and MLP-RF-PR. Furthermore, as the forecast horizon 
increased, Model B exhibited a significantly sharper decline in perfor
mance compared to Model A. Specifically, for the Elbe at Wittenberge, 
both AR-RBF and MLP-RF-PR yielded R2 values lower than 0.8. For the 

Table 5 
Evaluation metrics – Testing stage. 
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Fig. 6. Streamflow rate prediction for Elbe at Wittenberge – Model A – Testing stage.  
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Fig. 7. Streamflow rate prediction for Leine at Herrenhausen – Model A – Testing stage.  
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Fig. 8. Streamflow rate prediction for Saale at Hof – Model A – Testing stage.  
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other two rivers, Leine at Herrenhausen and Saale at Hof, R2 values 
below 0.5 and 0.4 were obtained, respectively. This indicates a much 
more pronounced underestimation of the streamflow rate as the forecast 
horizon extends when compared to Model A. 

Additionally, Figs. 9–11 illustrate the comparison between the 
measured and predicted streamflow rate peaks during the testing stage, 
with Model A, for the three rivers. In the case of the Elbe at Wittenberge, 
both models effectively reproduced peak values in the 1-day-ahead 
prediction, with r values up to 0.999. Nevertheless, their performance 
gradually deteriorated as the forecasting horizon extended to 3- days- 
(AR-RBF – r = 0.928, MLP-RF-PR – r = 0.874) and 7-days-ahead pre
dictions (AR-RBF – r = 0.852, MLP-RF-PR – r = 0.678), with a tendency 
to increasingly underestimate peaks (as illustrated in Fig. 9). The 
description above is similarly applicable to the case study at the Leine at 
Herrenhausen (Fig. 10) and Saale at Hof (Fig. 11). In particular, for Leine 
at Herrenhausen, the r values ranged between 0.867 (1 day ahead) and 
0.502 (7 days ahead) for AR-RBF and between 0.845 (1 day ahead) and 
0.372 (7 days ahead) for MLP-RF-PR. For Saale at Hof, a less marked 
reduction in r was observed compared to Leine at Herrenhausen, with r 
that ranged between 0.877 (1 day ahead) and 0.746 (7 days ahead) for 
AR-RBF and between 0.869 (1 day ahead) and 0.651 (7 days ahead) for 
MLP-RF-PR. However, also in this case, a tendency to increasingly un
derestimate peaks was observed. 

Overall, the performance of the two models in these two case studies 
was poorer compared to the Elbe at Wittenberge case study, especially 
for Leine at Herrenhausen. Moreover, the AR-RBF model exhibited su
perior performance compared to the MLP-RF-PR model in predicting 
streamflow rate peak for all three rivers. 

Fig. 12 shows the R2 and MAPE values computed for the streamflow 
rate peaks, for both AR-RBF and MLP-RF-PR models and for all fore
casting horizons. A decrease in R2 and the increase in MAPE across all 
cases as the forecasting horizon increases was observed, indicating the 

challenging nature of longer forecasting horizons predictions for peak 
streamflow. The outcomes of the Elbe at Wittenberge case study 
revealed the highest R2 and lowest MAPE among the three rivers. In 
particular, the AR-RBF model led to R2 values between 0.999 (1 day 
ahead) and 0.727 (7 days ahead) and MAPE values between 1.09 % (1 
day ahead) and 30.05 % (7 days ahead), while the MLP-RF-PR model 
exhibited R2 values between 0.998 (1 day ahead) and 0.459 (7 days 
ahead) and MAPE values between 1.58 % (1 day ahead) and 25.45 % (7 
days ahead). This suggests that both models performed exceptionally 
well for this specific river, which also showed the highest values of mean 
streamflow rate and the lowest CV and Skew (see also Table 1). Dis
crepancies between both R2 and MAPE were observed for the Leine at 
Herrenhausen and Saale at Hof. For Saale at Hof (AR-RBF – R2 between 
0.556 and 0.769, MLP-RF-PR – R2 between 0.424 and 0.756), most of the 
R2 values were better than those computed for Leine at Herrenhausen 
(AR-RBF – R2 between 0.252 and 0.751, MLP-RF-PR – R2 between 0.139 
and 0.715). Simultaneously, the MAPE values were lower for Leine at 
Herrenhausen (AR-RBF – MAPE between 12.49 % and 43.29 %, MLP-RF- 
PR – MAPE between 12.39 % and 27.71 %) compared to Saale at Hof 
(AR-RBF – MAPE between 22.24 % and 40.72 %, MLP-RF-PR – MAPE 
between 24.67 % and 45.85 %). This complexity in model evaluation 
prompts a consideration of the modeler’s objectives when selecting an 
appropriate evaluation metric that aligns with their intended purposes. 

A comprehensive assessment of the streamflow rate forecasting ac
curacy of AR-RBF and MLP-RF-PR was carried out using three Taylor 
diagrams, as depicted in Fig. 13, for the three rivers and for both models 
A and B. Taylor diagrams were constructed based on the geometric 
relationship between the correlation coefficient r, standard deviation, 
and RMSE. The Taylor representation emphasizes both the accuracy and 
efficiency of the tested models concerning the observed values, 
following the approach proposed by Kim et al. [33]. Due to its effec
tiveness, the Taylor diagram has gained widespread use in hydrological 

Fig. 9. Measured versus predicted streamflow rate peaks – Elbe at Wittenberge – Model A – Testing stage.  
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studies [34,35]. 
As for the Elbe at Wittenberge, it is remarkably evident to observe the 

distinct separation and gradual divergence of the measured points 
within the three clusters: circles, squares, and triangles, corresponding 
to 1-, 3-, and 7-day-ahead predictions. This increasing divergence of the 
measured points reaffirms the accuracy of the statement that model 
performance deteriorates with the increase in lead time across all cases 
and models. Each shape (circle, square, and triangle) is associated with 
four points representing both AR-RBF and MLP-RF-PR and the two 
combinations of predictors (Model A and Model B). All the models 
within Model A demonstrate superior performance over those in Model 
B, a point previously discussed in the above paragraphs. Within Model 
A, AR-RBF (orange) consistently surpasses MLP-RF-PR (green) across all 
lead times of 1-, 3-, and 7-day-ahead predictions (Fig. 13). Conversely, in 
Model B, MLP-RF-PR (purple) slightly outperforms AR-RBF (red), sug
gesting that MLP-RF-PR might be better suited for time series forecasting 
without the further predictors. 

As for the Leine at Herrenhausen, the clustering of square and tri
angle shapes is not as distinct as observed in the case study at the Elbe at 
Wittenberge. Evidence of this lies in a triangle (green) being closer to the 
measured point in comparison to two squares (red and purple). This 
indicates that MLP-RF-PR-7-day-ahead-Model A performed even better 
than AR-RBF-3-day-ahead-Model B. There is only one exception, other 
statements related to the performance of models and scenarios at the 
Elbe at Wittenberge also apply to the Leine at Herrenhausen. 

At the Saale at Hof, the clusters are also not distinctly separated. 
There are two triangle shapes (orange and green) that are closer to the 
measured point in comparison to two squares (red and purple). This 
indicates that the 7-day-ahead predictions by Model A are even superior 
to those of the 3-day-ahead predictions by Model B. This suggests that 
streamflow forecasting for this river is more intricate, with exogenous 

variables (precipitation and temperature) playing a significant role. 
Moreover, a combined box and violin plots representation [36] of the 

relative error evaluated for the testing stage, Model A, and for both 
AR-RBF and MLP-RF-PR, is provided in Fig. 14. For the Elbe at Wit
tenberge, the median values of the relative error were close to 0 for the 
AR-RBF model for all forecasting horizons while ranged between 0 and 
0.05, increasing with the forecasting horizon, for the MLP-RF-PR model. 
A positive median indicates a slight overestimation of the streamflow 
rate. Moreover, for both models, an increase of the interquartile range 
(IQR) as the forecasting horizon increases was observed, ranging from 
0.03 to 0.16 for AR-RBF and between 0.03 and 0.18 for MLP-RF-PR. For 
the Leine at Herrenhausen, the median values of the relative error were 
negative for AR-RBF, ranging between − 0.01 (forecasting horizon equal 
to 1 day) and − 0.05 (7 days), indicating a slight underestimation of the 
streamflow rate, while were positive for MLP-RF-PR, ranging between 
0.01 (1 day) and 0.05 (7 days). However, IQRs were wider than those 
estimated for Elbe at Wittenberge, ranging between 0.06 (1 day) and 
0.20 (7 days) for both models. For the Saale at Hof, AR-RBF model 
showed a median close to 0 for both 1-day-ahead and 3-days-ahead 
forecasting horizon while showed a slight reduction, with a median 
equal to − 0.02, for a 7-days-ahead forecasting horizon, indicating a 
slight tendency to underestimate the streamflow rate. Conversely, 
MLP-RF-PR model showed positive median values, ranging between 
0.02 (1 day) and 0.07 (7 days). The IQRs were wider than those 
computed for both Elbe at Wittenberge and Leine at Herrenhausen, 
ranging between 0.11 (1 day) and 0.30 (7 days) for AR-RBF and between 
0.10 (1 day) and 0.35 (7 days) for MLP-RF-PR. In addition, the number 
of outliers also increased from a few outliers in the Elbe at Wittenberge 
case study to many outliers in the Saale at Hof case study, with the Leine 
at Herrenhausen that represents an intermediate situation. 

Fig. 10. Measured versus predicted streamflow rate peaks – Leine at Herrenhausen – Model A – Testing stage.  
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4. Discussion 

This study proposed a comparison of two ensemble ML models, AR- 
RBF and MLP-RF-PR, in providing short-term (1–3 days) and medium- 
term (7 days) streamflow rate predictions, for three rivers located in 
Germany. Across all three rivers, forecasts with a 1-day-ahead horizon 
exhibited highly favorable outcomes. The predictive performance of the 
models showed a gradual decline as the forecasting horizon. This pattern 
is commonly observed and has been mentioned in some previously 
published research papers [12,15]. This aspect can be correlated with 
the inherent challenges associated with making predictions over sig
nificant time horizons for complex hydrological systems. Nevertheless, 
the results for 3-day-ahead and 7-day-ahead predictions remain within 
an acceptable range in this study. 

Among the three rivers investigated, the most accurate predictions 
were obtained for the Elbe at Wittenberge. This result can be attributed 
mainly to the lower flow variability that characterizes the Elbe river 
compared to the other two, with lower CV and skew values. This pro
motes more accurate prediction of flow rates. For the Leine at Herren
hausen the second-best predictions were obtained, while for the Saale at 
Hof, the least accurate results were obtained. The latter river also 
showed the lowest mean discharge and highest CV, indicating signifi
cant variability in streamflow, which makes forecasting a more chal
lenging task. In the context of predicting peak flood values, which 
represents a complex issue of considerable practical interest [37], 
AR-RBF consistently outperformed MLP-RF-PR across all rivers and 
scenarios examined in this study. As a result, for applications that pri
oritize the precision of high-flow predictions, AR-RBF emerges as a more 
viable choice and should be taken into consideration. 

The selection of lagged values holds paramount importance and 
significantly influences model performance. While the process may be 

time-intensive, it is imperative to dedicate effort to identifying suitable 
predictive models. Within this study, the optimal lagged values for 
streamflow were determined as 20, 30, and 12 for Elbe at Wittenberge, 
Leine at Herrenhausen, and Saale at Hof, respectively. Similarly, those 
values are 7, 7, and 5 for temperature and precipitation. These chosen 
lagged values demonstrated the prolonged influence of antecedent 
streamflow compared to precipitation and temperature. This finding 
underscores that historical streamflow carries a more enduring impact, 
emphasizing the necessity of capturing long-term patterns when con
structing predictive models. Some previous studies have used only three 
lagged values [38]. 

Regarding the selection of the exogenous inputs, in the present study, 
only precipitation and temperature were used as predictors (Model A). 
The predictions made with Model A were also compared with those 
obtained including only the lagged values of streamflow rate (Model B), 
with Model A outperforming Model B for both AR-RBF and MLP-RF-PR 
and all forecasting horizons. Moreover, the performance gap between 
models A and B became increasingly pronounced as the forecasting 
horizon extended, growing significantly from 1-day-ahead to 7-day- 
ahead predictions. 

In the context of applying hybrid ML models for streamflow fore
casting, Li et al. [39] developed hybrid models specifically tailored for 
the Yuetan Basin in China. Among their models, the one built upon 
Particle Swarm Optimization and Support Vector Regression (PSO-SVR) 
yielded the most accurate results, showcasing a Nash-Sutcliffe Efficiency 
score (which has a mathematical expression almost identical to R2) of 
0.82, which is lower than the R2 values computed, for the same fore
casting horizon equal to 1 day, in the present study. The super ensemble 
model proposed by Tyralis et al. [14], based on 10 different machine 
learning algorithms, for a one-step-ahead daily streamflow forecasting 
in several USA basins led to R2 values in the range of 0.60–0.65. Lee and 

Fig. 11. Measured versus predicted streamflow rate peaks – Saale at Hof – Model A – Testing stage.  

F. Granata et al.                                                                                                                                                                                                                                



Results in Engineering 22 (2024) 102104

15

Ahn [40] also proposed a stacking model based on four ML algorithms: 
Support Vector Machine (SVM), Gradient boosting machine (GBM), 
Cubist, and Bayesian Regularized Neural Networks (BRNN), for the short 
and medium-term (1–7 days) streamflow rate prediction in South Korea. 
The authors computed values of NSE up to 0.48, showing a performance 
reduction as the forecast horizon increased, as observed in the present 
study. Further comparison can be drawn with the previously mentioned 
study by Granata et al. [15]. In this study, for 1-day-ahead streamflow 
rate prediction, R2 values between 0.80 and 0.92 with both Stacked 
RF-MLP and Bi-LSTM models. However, they also showed a reduction in 
prediction accuracy as the forecast horizon increased, already for the 
3-days forecast, with R2 values between 0.53 and 0.76 with both models. 
Kilinc et al. [41] proposed a hybrid model based on PSO algorithm and 
extreme gradient boosting (XGBoost) for short-term streamflow fore
casting in Turkey’s Meriç basin. The authors showed how the 
PSO-XGBoost outperformed different ML/DL models (e.g., Linear 
Regression, LSTM) in streamflow prediction, with R2 values between 
0.7460 and 0.9582. These values are in line and in some cases lower 
than those achieved in the present study for the short-term forecasting 
horizon. 

Overall, the literature studies demonstrate the complexity involved 
in selecting the proper streamflow rate forecasting model, which is 
contingent upon the particular hydrological features of each basin, 
available data, and the desired level of accuracy. Each type of model has 
its own set of advantages and limitations, leading researchers and 
practitioners to often utilize a combination of models to address complex 
challenges in discharge prediction. This can help explain the variety in 
findings across literature studies regarding the effectiveness of machine 

learning models, such as those evaluated in the current study, for pre
dicting streamflow rates. From this perspective, in the future, further ML 
or DL algorithms, coupled with different combinations of exogenous 
inputs, could be integrated into the forecasting process to enhance the 
prediction reliability. This can lead to higher forecast accuracy for me
dium and long-term horizons. Furthermore, a limitation of the current 
study is that the model comparison was centered on three rivers. While 
these rivers exhibit distinct characteristics in terms of streamflow rate, 
precipitation, and temperature, they represent a limited number of 
cases. In the future, it would be intriguing to assess these models for 
rivers situated in regions with diverse climatic conditions, where the 
patterns of streamflow rate, precipitation, and temperature may differ 
from those examined in the present study. 

Furthermore, accurate streamflow prediction models like AR-RBF 
and MLP-RF with PR as meta-learner are crucial for fostering novel 
environmental remediation projects from a sustainability perspective 
[42]. These models enable proactive planning and management of water 
resources, aiding in flood mitigation and ensuring the sustainability of 
activities like agriculture and hydroelectric power generation. By 
providing reliable short- and medium-term predictions, they assist in 
identifying and addressing environmental challenges efficiently. Their 
ease of implementation and minimal parameter optimization re
quirements make them valuable tools for environmental practitioners 
and policymakers, facilitating agile decision-making and project 
implementation for sustainable water management. 

Fig. 12. R2 and MAPE values computed for the streamflow rate peaks – Model A.  
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5. Conclusions 

This study compared two different models, AR-RBF and MLP-RF-PR, 
in short- and medium-term (up to 7 days) flow forecasting of three 
different rivers in Germany. The input variables consisted of the lagged 
values of flow rates, precipitation and temperature. The optimal number 
of lagged values for each input variable and the hyperparameters of the 
various algorithms were chosen through the BO algorithm. Regarding 
short-term forecasts (1 day ahead), both AR-RBF and MLP-RF-PR 
showed accurate predictions, with a slight tendency to underestimate 
streamflow rate peaks. As the forecast horizon increased, a reduction in 
forecast accuracy was observed, although both AR-RBF and MLP-RF-PR 
were still able to provide a reliable prediction of the overall flow trend, 
even for 7-day-ahead forecasting horizon. Specifically, regarding 

streamflow rate peaks, AR-RBF consistently exhibited superior perfor
mance compared to MLP-RF-PR across all rivers and scenarios investi
gated in this study. Furthermore, overall performance appears to be 
better for Elbe at Wittenberge, which showed the highest average 
streamflow rate along with the lowest CV value among the three rivers. 
In contrast, Saale at Hof, characterized by the lowest average streamflow 
rate and the highest CV, exhibited lower performance. This evidence 
confirms the greater complexity of making predictions for watercourses 
characterized by low and highly variable discharge rates. 

This study has demonstrated that both AR-RBF and MLP-RF-PR are 
powerful tools for generating predictions in both the short- and medium- 
term. Moreover, they offer the significant advantage of requiring only a 
limited number of parameters to be optimized, making them easy to 
implement and relatively time-efficient. 

Fig. 13. Taylor diagrams for the three rivers – Testing stage.  
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